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EXECUTIVE SUMMARY 
This report evaluates the options and costs for Microsoft to purchase long-term carbon dioxide (CO2) 

removal on the approximate scale of 5–6 million metric tons annually by 2030. The scope was largely 
limited to interventions within the United States, given our resources and expertise. However, some 
conclusions may be broadly applicable to carbon markets globally, and we note that Microsoft’s carbon 
removal program is not limited to the United States. We examined five pathways for their potential to 
contribute to Microsoft’s carbon removal goal: biomass-based carbon removal and storage (BiCRS and 
BECCS), soil carbon, forestry, direct air capture (DAC), and carbon mineralization. These five pathways 
comprise those currently removing CO2 and those we believe are most promising to provide removal at 
scale in the next decade, within the scope of this analysis. [Box 1 citations (1, 2)] 

Box 1  
CATEGORIZING CARBON REMOVAL  
Carbon removal pathways are commonly grouped into two categories: natural and engineered 
solutions. This is, however, an artificial and even unhelpful distinction. For example, researchers 
found that climate solutions labeled “natural” are generally received more positively by the public 
and decision-makers than those labeled “engineered” or “technological,” which are often framed 
as being less desirable, even though on balance the benefits and challenges of each set of solutions 
may be commensurate (1). Given this, we have adopted the approach Microsoft has taken to 
assess their carbon removal based on where it is stored rather than how it is removed; that is, 
storing it in the biosphere, including plants, trees, and soils, or the geosphere, including rocks 
underground and minerals (2). We further suggest a third category of carbon storage in long-lived 
products; however, this storage pathway was outside the scope of this analysis. This classification 
system illuminates a key distinguishing feature among carbon removal  
pathways: durability, i.e., how long removed carbon is likely to stay out  
of the atmosphere. We do not mean to imply that durability is the only  
or even most important metric by which carbon removal projects  
should be judged. Rather, we suggest that, if a categorization system  
is used at all, it should be informative and reflect a real and meaningful  
distinction between carbon removal pathways. 
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Subsets of these five major pathways were included or excluded based on factors such as data 
availability, relevance to the stated removal target, and desired characteristics for carbon removal 
projects. The metrics evaluated differed between carbon removal pathways, as shown in Figure ES-1. 
For example, “quality” or “acceptability” criteria were key metrics for the biosphere storage pathways 
but were not explicitly assessed for the geosphere storage pathways. (We note that our analysis was 
largely conducted prior to the July 2021 publication of the report co-authored by Carbon Direct and 
Microsoft entitled “Criteria for high-quality carbon removal” (2).) Existing data supported quantitative 
assessments of removal cost and/or capacity by 2030 for biomass, DAC, carbon mineralization of 
existing mine tailings, and cover cropping, but such estimates were not supported for most soil and 
forestry pathways. As a result of these differences and variation in the research questions and analytical 
methods for each carbon removal type, the key findings for each removal pathway are largely 
independent of those for the other removal pathways. 

 

  

 

Figure ES-1. The key elements analyzed for each carbon removal pathway are summarized here. As noted above and 
shown in the figure, the elements varied between pathways. The asterisk indicates that cost and removal capacity were 
evaluated for cover cropping but not for the other Soils sub-pathways.  
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KEY FINDINGS 

Of the options assessed in this analysis, BiCRS has the greatest potential to provide durable removal 
at scale in the next decade, given the low net costs and estimated removal capacity. We examined two 
biomass pathways: new-build waste-biomass-gasification-to-hydrogen facilities (gasification) and 
retrofits of existing bioenergy combustion plants with mature carbon capture and storage (CCS) 
technology (retrofit). If limited by current estimates of low-moisture waste biomass in the United States, 
the gasification pathway could remove more than 200 million tons of CO2 per year (MtCO2/y) for a full-
system cost of less than 50 dollars per ton of CO2 ($/tCO2) (including biomass collection, gasification, CO2 
transport, and CO2 storage costs). The net cost is low due to the value of hydrogen produced but will 
require capital investment of about $800M per facility (each with an annual capacity of one million tons 
of CO2). Retrofits on the most promising existing biomass combustion facilities could remove 12 
MtCO2/y for significantly less capital but at a cost of around $100/tCO2.  

Soil carbon and forestry pathways face accounting and durability challenges but can provide 
important ecosystem, societal, and other benefits. Soil- and forestry-based carbon removal as currently 
practiced are relatively high-risk components of a corporate carbon removal portfolio due to challenges 
related to accounting, durability, additionality, leakage, and other acceptability criteria, as shown in 
Table ES-1. However, management of soil and forests should still be pursued to achieve other benefits, 
including reducing greenhouse gas (GHG) emissions from agriculture and protecting existing carbon 
stocks, sinks, ecosystems, and landscapes, while potentially achieving CO2 removal as a co-benefit. While 
current soil and forestry removal pathways could theoretically operate at Microsoft’s desired scale by 
2030 for low to moderate cost, they need stronger standards for accounting and durability to support 
buyer confidence. In general, verifying the amount of CO2 removal is more difficult for biosphere storage 
pathways like forests and soils, which involve complex natural systems, and is more straightforward for 

 

Figure ES-2. Cost and removal potential for the geosphere storage pathways: DAC, BiCRS, and carbon mineralization of 
existing asbestos mine tailings in the United States and Canada. Total removal capacity in 2030 was not explicitly 
analyzed for DAC. The cost range given for DAC is for a hypothetical 1 million tons of CO2 per year (MtCO2/y) facility.  
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geosphere storage pathways. Current practice tends to focus on technical improvements, but robust 
accounting methods could dramatically improve the market for low-cost, biosphere storage pathways. 
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Table ES-1. Biosphere Storage Pathways – Evaluation of Removal “Quality” or “Acceptability” Metrics.  

Removal 
Pathway Sub-pathway Measurability 

Removal vs. 
avoided 

emissions 

Risk of 
unaccounted 

GHG emissions 
Additionality Leakage Risk Durability 

Soil 

Cover 
Cropping ** ** ** *** ** ** 

Deep-rooted 
perennial ** ** ** *** * ** 

Tillage 
reduction * ** ** * ** ** 
Organic 

amendments * ** * * * ** 
Grazing 

management * ** * ** ** ** 

Forestry 
Improved 

management ** ** * */** * */** 

Afforestation *** *** *** *** *** */** 
 

Key 

*low *avoided only *high risk *relatively low *high risk *<10 years 

** intermediate **mixed **medium risk **intermediate **medium risk **10-100s years 

***high ***removal only ***low risk ***relatively 
high ***low risk ***1000s of 

years 

 

Removal quality criteria assessed for biosphere storage pathways: soils and forestry. The metrics evaluated include the following: Measurability: Are established 
greenhouse gas (GHG) accounting methods available? Are we confident in our ability to measure carbon removal and storage? How well demonstrated are CO2 
removals generated by such methods to date? Removal vs. avoided emissions: Does the pathway result in true atmospheric removal, avoided emissions (i.e., preventing 
CO2 emissions), or a combination of the two? Risk of unaccounted GHG emissions: Does the pathway have sources of GHG emissions that are difficult to quantify or is 
there uncertainty in identifying all potential sources and sinks? Additionality: Would the removal occur anyway without financial, legal, or other interventions, as 
measured against a baseline? Leakage risk: Is carbon removal in one place negated by resulting carbon emissions elsewhere, e.g., does the implementation of soil 
carbon practices on one field lead to more GHG-intensive practices in another field? Durability: How long does the removed CO2 stay out of the atmosphere and can we 
reliably monitor for reversals?
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DAC and carbon mineralization are relatively immature and high cost but have large capacity to scale. 
Investments in pilot projects in the near-term is key to advancing these pathways. Surprisingly, we 
anticipate that low-end costs for DAC may not be much higher than those for BiCRS in the coming 
decade, ranging from $180–450/tCO2 for a 1 MtCO2/y DAC facility; however, this cost estimate assumes 
meaningful technology and capacity improvements. Asbestos waste rock in the United States and 
Canada represents the greatest opportunity for CO2 mineralization of existing mine tailings, with 
potential to remove 2.75 MtCO2/y over 10 years at costs as low as $21–192/tCO2; however, land-use 
requirements would be prohibitive without additional interventions. Projects for these pathways would 
need to break ground as soon as possible in order to provide removal at scale in the next decade and 
beyond. Costs for early removal projects are strongly affected by capital availability and development of 
accounting standards.  

While there is no single clear winner in carbon removal technologies, we have identified a combination 
of removal pathways with the potential to achieve Microsoft’s goals by 2030. We find that the supply 
from these five project types, dominated by the estimated 200 MtCO2/y removal from biomass 
gasification, has the potential to be larger than Microsoft’s needs as an individual buyer. This finding is 
encouraging given the current high demand and short supply in the CO2 removal (CDR) market and 
demonstrates the availability of durable, moderate-cost removals for other buyers in the coming 
decade, although it still depends on considerable market development efforts.  

The potential for new carbon removal technologies to be impactful in the next decade is limited by 
technological maturity, deployment rate, and accounting methods. To make a significant contribution by 
2030, a technology will have to reach development, demonstration, and market growth before that 
time, as shown in shown in Figure ES-3 and must have an accepted accounting method reflecting 
established quality or acceptability criteria.  

 

 

 

 

 

The development of a carbon removal market is an unprecedented race against the clock, as “the 
median time taken from invention to widespread commercialization [of other technologies has typically 
been] 32 years” (with a range of 20–80 years) (3). In light of this timeline, we expect that the carbon 
removal market in 2030 will very likely comprise technologies that have already been piloted today 
and perhaps some that will be piloted by 2025. Looking ahead, strategic investments are needed to 
help catalyze deployment of technologically immature removal pathways and also to incentivize 
development of stringent monitoring and accounting practices for biosphere storage pathways. It is 
important to note that negative emissions cannot be a substitute for avoiding and reducing emissions if 

 

Figure ES-3. Timescale for energy technology innovation from invention to commercialization. Derived from (3).  
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we are to meet the goal of limiting global warming to less than 1.5–2 °C. Rather, carbon removal 
technologies play a critical complementary role to replacing polluting sources by offsetting emissions 
from sources that are truly difficult to decarbonize and by removing historic emissions to prevent future 
warming.  

DETAILED FINDINGS 
Biomass Carbon Removal and Storage (BiCRS) 
We assessed promising near-term (2030) opportunities for biomass carbon removal and storage (BiCRS) 
(4) deployment in the United States, focusing on two technologically mature pathways that are 
potentially deployable at scale by 2030: 1) waste biomass gasification to produce liquid hydrogen and 
CO2 for sequestration and 2) retrofit of existing biomass-combustion facilities with carbon capture. We 
chose to focus on the gasification pathway because we previously identified gasification to hydrogen as 
one of the highest carbon yielding, lowest cost per ton of CO2 thermochemical conversion routes (5). 
However, new construction of a large facility carries risks, including securing stable sources of biomass, 
biomass transport logistics, and securing permits and capital for construction. Therefore, for comparison 
with an alternative near-term BiCRS technology, we analyzed costs and other considerations involved 
with the lower risk pathway of retrofitting existing biomass-combustion facilities.  

The gasification pathway requires siting and constructing a new facility. Based on previous analysis, we 
assumed that gasification facilities would be located in regions with favorable geology for CO2 
sequestration, with the goal of minimizing CO2 transport costs from the gasification facility to the CO2 
injection sites. We first sought to identify the most promising U.S. geologic storage regions, as well as 
U.S. regions with biomass types, densities, and locations suitable for providing biomass feedstocks for 
gasification. In contrast, the retrofit pathway assumes the biomass supply and agreements are in place; 
for this pathway, we evaluated existing facilities on the basis of scale, type of biomass (biogenic fraction 
of carbon in fuel streams), and effects of adding carbon capture to the net power generation. We 
compared these two pathways on the basis of available CO2 removal capacity, capital cost per plant, and 
cost per ton of CO2.  

The figure and caption depict our key findings for carbon removal costs for the gasification and retrofit 
pathways. We also analyzed the carbon-removal capacity for each pathway.  
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Overall, we found that existing U.S. waste biomass could provide at least 200 million tons of negative-
emissions CO2 via the gasification pathway. Build-out of the retrofit pathway to the most-promising 
(<$200/tCO2) existing facilities would provide 12 million tons of negative-emissions CO2 per year for 
significantly less capital expenditure than the gasification pathway. However, our analysis indicated 
that the cost per ton of CO2 for the retrofit pathway would be significantly higher than for the 
gasification pathway.   

The most-promising locations for new-build gasification plants, corresponding to high waste-biomass 
densities and low transport costs, are in Central California, the Gulf Coast, Florida, and some areas in the 
Midwest and Northeast. Biomass-combustion facility retrofit areas of interest in the United States 
include the Southeast (wood, agriculture, and municipal solid waste (MSW)), the Northeast (MSW), and 
California (wood, MSW, and agriculture). 

Soils 
Agricultural soils have lost a vast amount of carbon to the atmosphere over human history (6). Even 
partially reversing this loss would remove a significant quantity of carbon from the atmosphere, thus 

 

Figure ES-4. Capital costs and CO2 removal costs ($/tCO2) for the two BiCRS pathways analyzed in this chapter: 1) the new 
construction of biomass gasification plants with sale of liquid hydrogen and 2) the retrofit of existing biomass-combustion 
facilities with carbon capture. Our results indicate that the cost per ton (indicated by markers) of CO2 for retrofits is higher 
(2–4 fold) than for new-build gasification plants (around $100/tCO2 vs <$50/tCO2). However, initial capital investment 
(indicated by bars) for retrofits is significantly lower than for construction of new gasification plants. 
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slowing climate change (7–9). On the other hand, soils are dynamic natural systems that respond 
differently to management in different environments; hence efforts to increase soil carbon storage do 
not reliably yield net removal of CO2 from the atmosphere in every agricultural or geographic context. 
Our analysis considers how these complexities influence the potential for soils to sequester carbon.  

In addition to the broad criteria for carbon removal outlined above, we propose specific criteria that 
define effective soil-based carbon removal. For our analysis, we applied these criteria to five soil-
management practices that have putative potential to achieve carbon removal: cover cropping, 
conversion of annual cropland to perennials, tillage reduction, organic amendments, and improved 
grazing management. We then mapped potential low-cost opportunities for soil-based climate 
mitigation at a county-level across the United States using the COMET Planner tool (10). Finally, we 
considered unresolved challenges related to soil carbon in the context of carbon credits. 

Our major finding is that establishing verifiable and permanent CO2 removal is challenging across all 
soil-based strategies; consequently soil-based carbon removal is a relatively high-risk method for 
offsetting CO2 emissions. However, this risk does not obviate the need to manage soil in order to 
reduce GHG emissions from agriculture, while potentially achieving CO2 removal as a co-benefit. 

We developed first-order estimates for capacity and future costs of soil-based climate mitigation 
potential (defined as removal plus avoided emissions). We focused on cover cropping, which we ranked 
as having a more clearly demonstrated climate mitigation potential than other practices, based on the 
soil-specific quality criteria. Within the South-Central United States, cropping might facilitate avoided 
emissions or CO2 removal equivalent to 6 million tons of CO2-equivalent per year over a 10-year period 
(MtCO2e/y; CO2-equivalent is a measure of CO2 and other GHGs, where other GHGs are converted to an 
equivalent amount of CO2 using the Global Warming Potential of each gas). We estimate that costs of 
avoided emissions and removal associated with cover cropping in the South-Central United States are 
between $30 and 100/tCO2e (9% discount rate) or $200/tCO2e (1% discount rate) assuming a 100-year 
target for permanence. Costs are sensitive to the risk of reversion to conventional management, which 
is not well constrained. We stress that these estimates combine avoided emissions and removal, which 
are not clearly differentiated in current soil carbon crediting protocols (6) and which should not be 
treated as equivalent quantities (7). The primary effect of best-practice management of agricultural 
soils is often reduced emissions, not net removal of carbon from the atmosphere (8, 9). 

Forestry 
Forestry is an often-cited intervention for avoiding carbon emissions and/or removing carbon from the 
atmosphere. Aside from the ecological benefits of preserving or restoring forests, forestry offsets 
appear attractive from a price standpoint, as they typically cost less than technological carbon removal 
solutions. Among natural climate solutions, forestry occupies central stage because of its large potential 
scale. Here, we investigated the physical feasibility of removing CO2 from the atmosphere at a multi-
million-ton-per-year scale through forestry, i.e., a scale that is meaningful for corporate first movers in 
the carbon removal space. We also looked at related challenges, such as transactional volume, baseline 
definition, additionality, leakage, and durability. This analysis was based on literature review and 
consultation with sectoral and topic experts.  
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Managing forests for the purpose of carbon removal can have ecological and landscape co-benefits, 
making the pursuit of projects desirable for reasons beyond carbon. However, despite the large 
theoretical potential to sequester CO2 in U.S. forests, there are several challenges that stand in the way 
of achieving removals at the multi-million-ton-per-year scale through forestry. These include the 
potentially very large number of landowners and transactions involved—a logistical challenge that may 
be mitigated in the future through technology. They also include difficulties in defining project baselines, 
establishing additionality, and quantifying credits appropriately, concerns over induced impacts 
elsewhere (leakage), and a relatively high risk of reversal—accounting challenges that will require 
significant effort from project practitioners, researchers, registries, and governments to overcome. 
Technology and improved project governance and accounting structures may be able to assist with 
some of these challenges but likely not with durability concerns.  

Therefore, despite its apparent attractiveness, the forestry sector must address challenges related to 
definition of baselines, additionality, leakage, and durability (including risk of reversal due to fire) in 
order to be a sound backbone for corporate carbon removals at the needed scale. As such, forest 
carbon credits should be used judiciously, with individualized due diligence at the project level, and 
under more thorough safeguards and frameworks than are publicly available today.  

As with soil carbon sequestration, the challenges of forest carbon projects do not obviate the need to 
protect and manage forests to maintain existing carbon stocks, sinks, ecosystems, and landscapes, 
while potentially achieving other additional co-benefits. 

Direct Air Capture (DAC) 
DAC is a straightforward method of providing negative emissions that does not suffer from questions of 
additionality or durability. Compared to other technology options, DAC is relatively nascent with limited 
global deployment and, as such, has a high cost. We evaluated several classes of DAC technologies in 
terms of their energy requirements and cost to produce CO2 suitable for sequestration. All pathways 
have a significant energy requirement many times the thermodynamic minimum, likely leading to 
concurrent buildout of dedicated energy sources, particularly in the long-term when the total quantity 
of deployed DAC capacity is large. 

Areas of opportunity in research and development for all classes of DAC technology are available that 
will help to reduce either the cost or the uncertainty in the cost. Broadly, these research areas are 
related to improving the lifetime and CO2 throughput of the materials, increasing the energy efficiency 
of processes, and reducing the cost of the raw chemicals required for consumables. In addition, due to 
the low total capacity of DAC currently deployed, all pathways will benefit from expanded deployment 
and will see cost reductions via learning-by-doing. 

We estimate that costs in 2030 will range from approximately $180–450/tCO2 for a 1 MtCO2/y DAC 
facility. This cost estimate assumes improvements in sorbent lifetime and roughly 8 MtCO2/y deployed 
capacity for each individual DAC pathway, indicating that projects will need to begin breaking ground 
as soon as possible, with significant buildout over the next several years compared to the currently 
deployed capacity. At the Mt-scale, DAC facilities operating at current energy efficiencies will require a 
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250-MW dedicated energy source, suggesting that local energy infrastructure is a serious 
consideration for locating DAC facilities. 

Carbon Mineralization 
Carbon mineralization seeks to replicate and accelerate Earth’s natural process of chemical weathering, 
which transfers CO2 from the atmosphere into rocks. The removal potential of carbon mineralization is 
essentially unlimited given the vast quantities of suitable rocks available. While our fundamental 
understanding of the processes is relatively mature, practical application is lacking and field projects are 
a critical next step to scaling up.  

This analysis considers three carbon mineralization pathways, each of which is intended to achieve 
negative emissions: 1) surficial carbon mineralization of existing fine-grained mine wastes (e.g., 
“tailings”) at inactive mines only, due to concerns about the environmental and social impacts of mining 
and to avoid the need to offset ongoing emissions from mining activities, 2) in situ mineralization as 
geologic carbon storage, in which another CDR technology, such as DAC or BiCRS, removes CO2 from the 
atmosphere, and 3) in situ mineralization as standalone CDR, in which the mineralization process itself 
removes CO2 from the atmosphere. 

We developed an illustrative estimate of the cost and removal potential associated with existing mine 
tailings in the United States and Canada. We also qualitatively assessed the prospects for in situ 
mineralization to provide removal at scale before 2030.  

Asbestos tailings in the United States and Canada represent the greatest opportunity for 
mineralization of existing mine tailings and may have the ability to remove up to ~750 MtCO2. Over 10 
years, the most reactive fraction of minerals in these tailings in Canada, Vermont, and California could 
remove ~27, 0.4, and 0.34 MtCO2 for costs of ~$75, 75, and 21/tCO2, respectively. However, the land-
use requirements to achieve this level of removal could be prohibitive—a 1-cm-thick layer of the 2 Gt of 
tailings in Southern Quebec would cover 76,900 km2 or about 40% of the area of Washington State. 
Additional interventions, such as improved grinding, mixing, and spreading, and better approaches in 
general than simply spreading tailings over bare ground would be needed to reduce land use. On the 
order of 100–400 million tons of tailings would be required to remove Microsoft’s 2030 goal of 5–6 
MtCO2 when relying on only the most reactive fraction of minerals, which make up ~10 wt% of suitable 
mine tailings at most and typically make up much less. Additional interventions such as those listed 
above would be needed to increase the reaction rate of the slower reacting but more abundant 
minerals.  

In situ mineralization as storage for other CDR technologies is the most mature form of carbon 
mineralization and can expand the geographic range of these technologies to places where traditional 
saline geologic storage is not available. Reported costs of mineralization storage (~$17–24/tCO2) still 
exceeds the average reported cost of traditional storage in sedimentary formations (~$7–13/tCO2) but 
should be weighed against unmonetized benefits of mineralization storage, such as the potential for 
greatly reduced monitoring requirements due to the high security of CO2 storage once mineralization is 
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complete. However, it is important to note this form of mineralization does not itself remove CO2 from 
the atmosphere; it is simply another form of geologic storage. 

In situ mineralization as a standalone CDR technology has enormous potential to scale but is immature 
and unlikely to provide removal at scale prior to 2030. 
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CHAPTER 1. INTRODUCTION 

BACKGROUND AND GOALS 
By 2020, over a third of Fortune 500 companies had adopted ambitious greenhouse gas (GHG) emissions 
reductions targets (11). Over 1000 companies globally have partnered with the Science Based Targets 
Initiative to make science-aligned climate commitments (12). Among the more aggressive targets, more 
than 100 companies have signed the Climate Pledge, committing to achieve net-zero emissions by 2040. 
Microsoft Corporation is among those companies, committing to be carbon-negative by 2030 (13) by 
reducing its value chain emissions by more than half and removing the rest and committing to removing 
its historical emissions by 2050.  

At the global scale, we need to turn emissions net-negative by roughly 2050 to meet the goal of limiting 
global warming to less than 1.5 °C (14–16). To achieve this, in turn, hundreds of gigatons of carbon 
removal are required by 2050 in most scenarios to offset residual emissions in hard-to-mitigate sectors 
and, eventually, to remove past CO2 emissions from the atmosphere. Similarly, for an organization to 
achieve net-zero, they will generally have to employ some amount of carbon removal for the 
foreseeable future. Microsoft estimates they will need roughly 5–6 million tons of carbon removal per 
year in 2030 to achieve net-zero emissions and more to remove their historical emissions by 2050.  

Microsoft asked Lawrence Livermore National Laboratory (LLNL) to assess the role that CO2 removal 
(CDR) could play in meeting its 2030 climate goals, including identifying key technology pathways that 
can provide removal at the desired scale by 2030. The quantity of negative emissions required by 
Microsoft is small compared to estimates of the eventual global market for carbon removal and 
compared to the technical and physical limits of prominent carbon removal technologies (17). However, 
Microsoft’s expected demand far exceeds the current global supply. The short time horizon to 2030 
invites a closer look at the options. 

Markets for carbon offsets have been running since the 1990s and although some of the interventions 
might be considered carbon removal in retrospect, the markets for carbon removal per se are brand 
new. This presents several related challenges: 1) growth of the market to meet the demand by 
Microsoft and other organizations with similar needs, 2) the quality or acceptability of the carbon 
removal, since few methods are proven over time, and 3) the cost of carbon removal compared with 
perceived benefits or other mitigation options.  

In this report, we assess the opportunities for carbon removal by the year 2030. We consider market-
based mechanisms that satisfy the stated criteria of Microsoft and other organizations seeking high-
quality carbon removal to achieve net-zero or net-negative emissions goals (we note that our analysis 
was largely conducted prior to the July 2021 publication of the report co-authored by Carbon Direct and 
Microsoft entitled “Criteria for high-quality carbon removal” (2)). Our scope is mostly limited to 
interventions within the United States, though we discuss international opportunities for some 
technologies. We estimate the costs and quantities available for a set of the most promising 
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interventions and discuss the research and investment strategies that can help build a more robust set 
of options by 2030.   

FOCUS AREAS OF THIS REPORT 
The technologies we considered for this report are those that can generate negative carbon emissions—
in other words, they can remove CO2 from the atmosphere. These are distinct from, although they may 
overlap with, technologies that replace polluting sources (e.g., replacing a natural gas-fired power plant 
with solar energy) or capture CO2 before it reaches the atmosphere (e.g., installing CO2 capture 
equipment on a natural gas-fired power plant). These latter technologies avoid emissions, as opposed to 
generating negative emissions.  

It is important to note that negative emissions cannot be a substitute for avoiding and reducing 
emissions if we are to meet the goal of limiting global warming to less than 1.5–2 °C. Rather, carbon 
removal technologies play a critical complementary role to replacing polluting sources by:  

1) Offsetting emissions from sources that are truly difficult to decarbonize, either because 
alternatives do not exist at all or at scale or because eliminating them would cause unacceptable 
impacts, like food shortages 

2) Removing historical emissions to prevent future warming from CO2 already in the atmosphere 

In the case of Microsoft and other companies committed to reaching net-zero, carbon removal 
technologies are also key to addressing emissions caused by activities outside of the company’s direct 
control, known as “Scope 3” emissions. These include emissions caused by its suppliers or customers 
and typically constitute a company’s largest source of emissions. Importantly, Microsoft has committed 
to reduce all its value chain emissions (Scopes 1, 2, and 3) by more than half by 2030 and to remove CO2 
in an amount equal to only its residual, hard-to-abate emissions. In recognition of the infancy of the 
carbon removal market today, Microsoft has already begun to purchase and invest in carbon removal 
solutions to help jump-start supply.  

Five classes of carbon removal are considered for this report: biomass-based carbon removal and 
storage (BiCRS and BECCS), soil carbon, forestry, direct air capture (DAC), and carbon mineralization. 
These five classes are a combination of those currently removing CO2 and those we believe are most 
promising for providing removal at scale in the next decade. As is discussed in detail in subsequent 
chapters, subsets of these five major classes were included or excluded based on factors including data 
availability, relevance to the stated removal target, and the desired characteristics for carbon removal 
projects. Some categories of carbon removal are not assessed here—for example wetlands restoration, 
biochar, bio-oil injection, and ocean alkalinization—because not enough information was available on 
them or because they could not be adequately evaluated within the scope of the report.  

The metrics evaluated differed between carbon removal pathways. For example, “quality” or 
“acceptability” criteria were key metrics for the forestry and soil carbon pathways but were not 
explicitly assessed for the other three. Existing data supported quantitative assessments of removal cost 
and capacity by 2030 for biomass, DAC, carbon mineralization of existing mine tailings, and cover 
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cropping, but such estimates were not supported for most soil and forestry pathways. The key research 
questions and analytical methods varied for each carbon removal type, which is reflected in the fact that 
the content and conclusions of each chapter are largely independent of the other chapters. 

We have for the most part focused on the opportunities and challenges of each removal pathway 
individually. However, in practice, each pathway will require a coordinated system of technologies and 
practices to provide removal at scale. For example, DAC must be paired with technologies to either 
utilize or store the removed CO2 and must be supported by a robust supply of renewable energy. These 
broader-scale system issues are largely beyond the scope of this analysis. 

POTENTIAL FOR NEW TECHNOLOGIES 
The carbon removal market exists today, which is substantially a result of purchases by Microsoft and a 
handful of other early corporate purchasers. However, the current scale and quality of removal is not 
adequate to meet the growing demand of these organizations, let alone many new buyers to come. In 
this report, we assess whether new technologies can meet the demand gap by 2030, with a focus on 
where investment can accelerate promising new technologies. 

The potential for new carbon removal technologies to contribute to reducing atmospheric CO2 in the 
next decade is limited by both technological maturity and deployment rate. To make a significant 
contribution to planetary carbon removal needs by 2030, a technology will have to reach development, 
demonstration, and market growth by that time, as shown in Figure 1-1. 

As noted by Gross et al. 2018 (3) “the median time taken from invention to widespread 
commercialization [of other technologies has typically been] 32 years” (with a range of 20–80 years). 
Successful carbon removal market development is an unprecedented race against the clock. 

In light of this timeline, we expect that the carbon removal market in 2030 will very likely comprise 
technologies that have already been piloted today and perhaps some that will be piloted by 2025. In 
the following chapters, we focus on the technologies that are close to pilot demonstrations or even 
further along their developmental paths. For investment activities to change the 2030 landscape, they 
should focus on pilot projects in the next few years and on market building for technologies in the later 
stages of development. 

 

Figure 1-1. Timeline for new technologies to progress from invention to deployment. Derived from (3). Our analysis is 
largely focused on technologies that have already been piloted, such that they can achieve market growth by 2030. 
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CHAPTER 2. BIOMASS CARBON REMOVAL AND STORAGE 

SUMMARY 
We assessed promising near-term (2030) opportunities for biomass carbon removal and storage (BiCRS) 
(4) deployment in the United States, focusing on two technologically mature pathways that are 
potentially deployable at scale by 2030: 1) waste biomass gasification to produce liquid hydrogen and 
CO2 for sequestration and 2) retrofit of existing biomass-combustion facilities with carbon capture. We 
chose to focus on the gasification pathway because we previously identified gasification to hydrogen as 
one of the highest carbon yielding, lowest cost per ton of CO2 thermochemical conversion routes (5). 
However, new construction of a large facility carries risks, including securing stable sources of biomass, 
biomass transport logistics, and securing permits and capital for construction. Therefore, for comparison 
with an alternative near-term BiCRS technology, we analyzed costs and other considerations involved 
with the lower risk pathway of retrofitting existing biomass-combustion facilities.  

The gasification pathway requires siting and constructing a new facility. Based on previous analysis, we 
assumed that gasification facilities would be located in regions with favorable geology for CO2 
sequestration, with the goal of minimizing CO2 transport costs from the gasification facility to CO2 
injection sites. We first sought to identify the most promising U.S. geologic storage regions, as well as 
U.S. regions with biomass types, densities, and locations suitable for providing biomass feedstocks for 
gasification. In contrast, the retrofit pathway assumes that the biomass supply and agreements are in 
place; for the retrofit pathway, we evaluated existing facilities on the basis of scale, type of biomass 
(biogenic fraction of carbon in fuel streams), and how adding carbon capture affects net power 
generation. We compared these two pathways on the basis of available CO2 removal capacity, capital 
cost per plant, and cost per ton of CO2.   
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KEY FINDINGS 

The figure and caption depict our key findings for carbon removal costs for the gasification and retrofit 
pathways. We also analyzed the carbon-removal capacity for each pathway.  

Overall, we found that existing U.S. waste biomass could provide at least 200 million tons of negative-
emissions CO2 via the gasification pathway. Build-out of the retrofit pathway to the most-promising 
(<$200/tCO2) existing facilities would provide 12 million tons of negative-emissions CO2 per year for 
significantly less capital expenditure than the gasification pathway. However, our analysis indicated that 
the cost per ton of CO2 for the retrofit pathway would be significantly higher than for the gasification 
pathway.   

The most-promising locations for new-build gasification plants, corresponding to high waste-biomass 
densities and low transport costs, are in Central California, the Gulf Coast, Florida, and some areas in the 
Midwest and Northeast. Biomass-combustion facility retrofit areas of interest in the United States 
include the Southeast (wood, agriculture, and municipal solid waste (MSW)), the Northeast (MSW), and 
California (wood, MSW, and agriculture). 

 
Figure 2-1  BiCRS Key Finding. Capital costs and CO2 removal costs ($/tCO2) for the two BiCRS pathways analyzed in this 
chapter: 1) new construction of biomass gasification plants with sale of liquid hydrogen and 2) retrofit of existing 
biomass-combustion facilities with carbon capture. Our results indicate that the cost per ton (indicated by markers) of 
CO2 for retrofits is higher (2–4 fold) than for new-build gasification plants (around $100/tCO2 vs <$50/tCO2). However, 
initial capital investment (indicated by bars) for retrofits is significantly lower than for construction of new gasification 
plants. 
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INTRODUCTION  
Bioenergy with carbon capture and storage (BECCS) is a prominent pathway to negative emissions, with 
inclusion in major reports (including IPCC 2018 (18)) in which the necessary negative emissions to 
achieve <1.5 °C warming are achieved in the integrated assessment models through a combination of 
BECCS, afforestation, and direct air capture (DAC) (19). BECCS, as conventionally envisioned, uses 
biomass combustion to generate electricity integrated with capture and geologic storage of the resulting 
CO2. If the amount of carbon stored underground exceeds the CO2 equivalents emitted during biomass 
cultivation, transport, conversion, and storage, then the pathway is considered to have removed net CO2 
from the atmosphere.  

Despite extensive system-level studies on benefits and sustainability considerations around BECCS, 
large-scale deployment of BECCS based upon biomass combustion has been limited. As of 2019, five 
facilities around the world were capturing CO2 resulting from processes for biomass-produced energy 
and/or fuels, with the majority of the 1.5 MtCO2/y being captured at a fermentation plant—the Archer 
Daniels Midland (ADM) corn ethanol production facility in Illinois—rather than at a combustion plant 
(20). To date (as of March 2021), the ADM facility has stored 3.4 MtCO2 in on-site geologic wells (21). 
Further, the United States is losing capacity in biomass combustion facilities due to air quality concerns 
from older combustion facilities and the poor economics of electricity generation from biomass relative 
to other renewables. However, the closing of biomass combustion facilities can force biomass producers 
to dispose of their waste biomass using pile burns, which worsen air quality and waste the energy and 
carbon in the resource. Some researchers have concerns around BECCS, focused on the impacts of 
production and collection of biomass feedstocks at the required gigaton scales that are assumed in 
Integrated Assessment Models for global decarbonization. These concerns include negative impacts 
around irrigation, land and fertilizer use, maintaining ecosystems and biodiversity, and competition with 
food production (22, 23). In contrast, others contend that converting some marginal cropland from 
annual crops to perennial biomass crops could improve soil conservation, water quality, wildlife habitat, 
and rural economies with minimal competition with food production (24–27).  

 
Figure 2-2. Schematic depicting biomass carbon removal and (optional) production of fuels or electricity in BiCRS negative-
emissions pathways.  
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The use of waste biomass rather than purpose-grown biomass is the focus of this report. Since we only 
consider waste biomass outside of current uses, including current requirements for soil health and 
reduced erosion, the risk of BECCS causing negative environmental impacts is significantly reduced. 
However, an “implementation gap” does remain: despite the fact that BECCS processes are 
technologically mature, BECCS will remain only the subject of systems-level study and debate unless this 
implementation gap is overcome with 1) immediate action, 2) successful small-scale demonstrations, 3) 
implementation of necessary incentives, and 4) favorable social acceptance and awareness of societal 
co-benefits (23). The logistics around large-scale transport of biomass to a conversion facility, followed 
by capture of process carbon and transport and underground storage of captured CO2, presents 
additional challenges to large-scale deployment of BECCS. 

Recently, we and others (4) have introduced a more general term for the use of biomass to achieve 
negative emissions: biomass carbon removal and storage (BiCRS). This term emphasizes the value of 
biomass for CARBON REMOVAL rather than for energy and, thus, includes the production of biomass 
carbon suitable for sequestration alone (e.g., biochar), as well as the production of carbon-negative 
liquid and gaseous fuels. The benefits of BiCRS pathways depend on the specific technology and biomass 
used but can include carbon-negative routes to waste biomass disposal (carbon that would have 
otherwise been re-released to the atmosphere), improved air quality when pile burning is avoided, and 
improved forest health from forest management, as well as the production of fuels that displace fossil 
fuels and the creation of new, needed industries focused on carbon removal. Technologically advanced 
BiCRS conversion methods, such as pyrolysis and gasification, as well as newer combustion facilities, are 
also expected to have improved emissions profiles relative to older combustion facilities (28).  

The goal of this chapter is to provide an assessment of promising near-term (deployable at scale by 
2030) BiCRS pathways for negative emissions in the United States. Our assessment is based upon 
conversion technology maturity and economics, waste biomass feedstock type and availability, most-
promising regions for sourcing waste biomass (biomass quantities and transportation considerations), 
and costs/tCO2 of the complete pathway, including costs of biomass collection, transport, conversion, 
and CO2 storage.   

Current status of BiCRS technologies 
The most mature BiCRS conversion processes compatible with woody biomass include combustion, 
gasification, and pyrolysis integrated with carbon capture and storage (CCS). All three technologies are 
at large-scale pilot to full commercial-scale for each process unit required. However, in some cases, the 
process units have not yet been fully integrated in a commercial-scale project. For example, no biomass 
gasification + CCS projects are commercially deployed in the United States, but biomass gasification and 
CCS projects separately are technologically mature. 

Gasification is a high-temperature (>700 °C) processing method that converts carbonaceous materials 
(coal, biomass) into syngas (a mixture of CO2, CO, and hydrogen) and other solid and liquid compounds. 
Most current biomass gasification projects produce a liquid fuel, such as ethanol (Enerkem) or jet and 
diesel fuels (Fulcrum biofuels, Red Rock Biofuels, San Joaquin Renewables), at a scale of 10,000 to 
300,000 dry tons of biomass per year without CCS. Pyrolysis is a lower-temperature (500 °C) thermal 
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processing method used primarily for production of bio-oil from woody biomass. This bio-oil can be used 
directly for carbon sequestration (Charm, 100 tCO2/y-scale in 2021) or heating (BTG-Green Fuel Nordic 
Lieksa) and can be converted to conventional liquid or gaseous fuels (Ensyn). Pyrolysis plants typically 
operate at smaller scales than gasification plants (10,000s vs 100,000s dry tons of biomass/y) and may 
therefore be more easily placed near the biomass source. However, the smaller scale of pyrolysis and 
the number of products produced (char, bio-oil, syngas) make it less economically attractive to apply 
CCS. There is, however, modest carbon storage in the biochar from pyrolysis. 

Technologies/pathways considered for this report 
While BiCRS pathways can include a wide range of feedstocks, including high-moisture or gaseous 
feedstocks, here we focus on BiCRS processes compatible with low-moisture cellulosic/woody biomass 
because of the large capacity of these biomass resources in the United States. We focus on two specific 
BiCRS technologies in our analysis: 1) the construction of new biomass gasification facilities integrated 

with CCS and 2) the retrofit of existing combustion facilities with CCS. For the gasification technology, 
we focused on gasification of waste biomass to liquid hydrogen with capture of the process CO2 because 
our previous comparison of this route (5) with other thermal biomass conversion technologies and 
conversion products indicated that gasification to hydrogen is among the lowest cost, highest CO2-yield 
options for negative emissions from BiCRS. We specifically focus on the production of liquid hydrogen as 
opposed to compressed hydrogen because liquid hydrogen is a high-value product with mature 
infrastructure for transport and use. Additionally, production of carbon-negative hydrogen provides an 
alternative to conventional, natural-gas-derived hydrogen. Note that, although we focus on gasification 
to liquid hydrogen for our cost assessments, gasification facilities can also be operated to produce 
renewable natural gas, compressed hydrogen, electricity, and liquid fuels such as ethanol and drop-in 
diesel. 

 
Figure 2-3. Process flow diagram depicting gasification of waste biomass to liquid hydrogen. Our cost analysis in this 
chapter accounts for each process unit within the system boundary shown. 
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The second biomass conversion pathway we analyzed (a new analysis for this report) is the retrofit of 
existing bioenergy plants with CCS; this pathway may provide low-risk, near-term deployment because it 
leverages existing infrastructure and biomass sources/collection agreements.  

Questions of sustainability, additionality, and net negativity for non-waste biomass feedstocks are very 
complicated. For example, while corn ethanol fermentation off-gas is a concentrated CO2 stream and 
more straightforward to capture, the overall lifecycle emissions of CO2 is often net positive due to 
energy input during processing and emissions from agriculture. Similarly, energy crops pose complex 
questions around land and resource use and are not generally targeted for simple combustion. As more 
and cheaper renewable electricity becomes available, the addition of carbon capture and storage to 
generate valuable and robust carbon removal credits is a potential route for outdated combustion 

facilities to stay in use and remain economically viable. This pathway has the added benefit of taking 
advantage of equipment and infrastructure that may otherwise be left unused. Oxy-fuel combustion of 
biomass fuels or fuel blends is a more energy-efficient and very promising approach to carbon-negative 
bioenergy. However, new build oxy-fuel plants cannot compete economically with new build biomass 
gasification to hydrogen, and retrofitting existing biomass combustion facilities for oxy-fuel combustion 
with CCS would require very significant plant retooling (29–32). For these reasons, we chose to focus on 
simple retrofits of existing bioenergy combustion plants emitting biogenic CO2 with mature absorber 
CCS technology and without alteration of the combustion process. The economics of new-build 
bioenergy facilities are challenging compared to more complex biomass conversion processes like 
gasification, but the reduced capital investment to retrofit one of the hundreds of existing plants in the 
United States makes this a promising avenue for carbon removal with geologic sequestration and low-
carbon electricity. For simplicity, we refer to our two pathways of interest in this chapter as gasification 
and retrofit. 

 
Figure 2-4. Process flow diagram depicting retrofit of existing biomass combustion facilities. Our cost analysis in this 
chapter accounts for each process unit within the system boundary shown. 
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BICRS ANALYSIS OVERVIEW 
The gasification pathway relies on new construction; 
therefore, we assessed the most-promising U.S. 
counties for construction of new gasification plants 
integrated with carbon capture. Plant location 
considerations include locating the source and 
quantity of waste biomass, the mode of biomass 
transport, and the site of CO2 storage. In the 
following sections, we outline our assessment of 
most-promising geologic storage locations, regional- 
and county-level biomass availability, and biomass 
transport modes and costs. The inset shows a high-
level overview of the elements we considered in our 
gasification analysis, leading to an estimate of full-
system cost in $/tCO2, including biomass collection, biomass transport, gasification to hydrogen, and 
geologic storage of the process CO2. 

The retrofit pathway considers the addition of 
conventional solvent-based industrial carbon 
capture to existing biomass combustion facilities in 
the United States using Environmental Protection 
Agency (EPA) Emissions & Generation Resource 
Integrated Database (eGRID) data. As shown in the 
analysis elements inset, we selected plants for 
potential retrofit based on proximity to geologic 
storage, feedstock type, and plant size. We 
estimated the costs for retrofit and associated CO2 
removal using the Integrated Environmental Control 
Model developed by Carnegie Mellon University 
(CMU) and the National Energy Technology 
Laboratory (NETL), with primary variables of fuel 
type, plant size, capacity factor, and carbon-capture solvent-type. We highlight several representative 
examples of existing facilities and cost curves for total capital requirement and overall cost of removal 
per ton of CO2 for a range of plant sizes relevant to feasible retrofit opportunities. 

Gasification: Assessment of promising biomass regions and CO2 costs 
Waste biomass availability and cost 
We obtained data on U.S. waste biomass availability from the U.S. Department of Energy (DOE) 2016 
Billion-Ton Report (BTR) (33). The report contains estimates of current and potential county-level 
biomass production and density for both wastes and bioenergy crops. Because we focused on 2030 
deployment opportunities, we used the most conservative assessments of biomass availability. We used 
2017 data on availability, without any projections on future availability, and only included the waste 
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portion of currently produced biomass (outside of any current use). The broad categories included in our 
analysis were a subset of 1) agricultural wastes, including corn stover; 2) wastes from the forestry 
(timber only) industry outside of any current use, including mill wastes; and 3) select MSW. We included 
only three subtypes of biogenic MSW: construction and demolition, paper and paperboard, and wood 
waste. We chose the waste subtypes in this analysis based on suitability for gasification (less than 15% 
moisture content) and on the stipulation that the waste be composed of only biogenic carbon.  

Table 1 shows the 2017 estimates of U.S. waste biomass we used in our analysis, as well as the assumed 
collection costs of the waste as stipulated by BTR. The report database provides availability of biomass 
according to biomass cost. Some agricultural wastes, such as rice straw and cotton residue, are only 
available in the BTR database at $60/ton. Since these are produced in significant quantity, and our 
intention is to show the range of costs in the U.S., we included these wastes in our assessment. The 
collection costs and availability listed in the table correspond for all wastes except for paper and 
paperboard; here we assumed that the maximum paper and paperboard was available at $80/ton but 
the collection cost is zero because this waste is already collected (34). We want to note that the MSW-
derived waste represented in the table is a conservative estimate. Conversations with experts indicate 
that the resource is likely larger—potentially two-fold—and research is underway to gain clarity on the 
amount of resource available (34, 35). Furthermore, our conversations with experts indicate that 
collection costs (in this case, sorting costs) and fates of biogenic MSW are not well understood. Here we 
chose the conservative estimate of $40/ton for most biogenic MSW in our accounting, but because 
utilization of otherwise landfilled waste results in an avoidance of tipping fees, the collection cost is 
likely much lower. However, we identified both the fate and collection/sorting costs for U.S. biogenic 
waste as a major research need. Finally, we note that we include here biomass from logging residues 
from timberlands according to USDA Forest Service (USFS) Forest Inventory and Analysis (FIA) data and 
the Forest Sustainability and Economic Assessment Model (ForSEAM)  in BTR. In contrast, the forest 
biomass assessment in Getting to Neutral13 used USFS BioSum and Forest Vegetation Simulator to model 
treatment of 800,000 acres per year of timberland for 1) effective reduction in potential fire mortality, 
2) ability to generate positive net revenue (i.e., not lose money), and 3) ability to maximize in-stand 
carbon. The BTR also reports that harvests of small-diameter whole trees on timberlands, which could 
mitigate fire risk, could produce an additional 60–70 million tons per year at $60 per dry ton but is 
excluded from this analysis.   

Table 1-1. Waste biomass quantities and collection costs used in our analysis. 

Category Waste 
U.S. resource,  

annual short tons (2017) Collection cost ($/ton) 

Agriculture Corn stover  23,905,000 40 

Agriculture Rice straw  4,911,000 60 

Agriculture Cotton residue  3,733,000 60 

Agriculture Sugarcane bagasse  3,610,000 40 
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Category Waste 
U.S. resource,  

annual short tons (2017) Collection cost ($/ton) 

Agriculture Non-citrus residues  2,520,000 40 

Agriculture Cotton gin trash  1,739,000 40 

Agriculture Tree nut residues  1,509,000 40 

Agriculture Citrus residues  1,499,000 40 

Agriculture Rice hulls  1,375,000 40 

Agriculture Sugarcane trash  503,000 40 

Forestry Other forest residue  12,246,000 40 

Forestry Hardwood residue 
(upland and lowland) 

 6,862,000 40 

Forestry 
Softwood residue  
(natural and planted)  6,803,000 40 

Forestry Mixed-wood residue  4,242,000 40 

Forestry Secondary mill residue  4,139,000 40 

Forestry Primary mill residue  486,000 40 

MSW Construction and 
demolition waste 

 22,176,000 40 

MSW Paper and paperboard  16,055,000 0 

MSW MSW wood  5,019,000 40 

Total   123,330,000  

 
Geologic storage regions 
We used data on CO2 storage regions from both the National Carbon Sequestration Database 
(NATCARB) and the United States Geological Survey (USGS), as well as CO2 pipeline information from 
Baik et al. (36). We used Baik et al.’s injectivity cutoff of 250,000 tCO2/y/well as our threshold for regions 
most economical (due to economies of scale) for injecting CO2. We only considered these high injectivity 
regions in our calculations of biomass transport costs based upon distance between biomass locations 
and storage regions. The CO2 storage regions depicted in Figure 2-5 are vast, even when applying an 
injectivity threshold, reducing the range of calculated transportation costs beyond what is likely realistic. 
Higher-resolution mapping of most promising near-term geologic storage locations, beyond injectivity, is 
needed but must also include other factors like population density, proximity to other natural resources, 
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and other considerations (37) to determine more accurate biomass transportation costs and help 
identify near-term project sites.  

Biomass transport assumptions 
Gasification to hydrogen has a high CO2 “storage factor” of about 1.6 tCO2 per ton biomass. Our previous 
analysis indicated that, for conversion technologies with high storage factors, transporting biomass by 
truck or rail is less expensive than transporting CO2 by the same mode (38). Therefore, we assume here 
that the gasification pathway requires sourcing biomass and transporting it via the minimum-cost route 
(truck or rail) to a new gasification facility located within a CO2 storage region. For biomass transport 
costs, we used $0.101/ton/km for truck and $0.044/ton/km for rail (38).  

GIS methodology for calculating transport costs 
Network analysis is a methodology to understand and expedite movement along a set of pathways. We 
applied network analysis in this instance to identify counties or groups of counties designated as 
“regions of opportunity” where transporting large amounts of biomass for processing via road or rail to 

 

Figure 2-5. Overlay of U.S. geologic storage regions according to NATCARB and USGS. For our analysis of biomass 
transportation costs, we assumed most-promising storage regions corresponded to injectivity greater than 250,000 
tons/y/well according to analysis of USGS data from Baik et. al 
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CO2 storage areas would be low cost. The Closest Facility algorithm in the ESRI ArcGIS Desktop software 
with the Network Analyst extension provided the means to accomplish this task.   

Prior to implementing this analysis, numerous pre-processing steps were necessary. The required 
macro-scale steps included identifying or calculating the following for both road and rail: 

• Storage areas or existing CO2 pipelines to which the biomass would be transported 
• Networks for road and rail lines 
• “Incident” points at each county to serve as the source location the biomass 
• “Facility” points in those storage areas to serve as the destination for the biomass 
• Closest facility analysis 
• Minimum cost of transport for all routes 

We note that all datasets for this analysis were projected into the coordinate system NAD83 Contiguous 
USA Albers prior to any processing. 

Georeferencing of designated storage areas 
CO2 storage areas were designated as those with injection capacity greater than 0.25 Mt/y/well or as a 
CO2 pipeline, as shown in Figure 2-5, with georeferenced data from Baik et al (2018) (36).  Straight 
heads-up digitization would not have been as accurate as desired due to the slight distortion of the 
image during georeferencing. Fortunately, the shapes of the counties that bound the regions of interest 
were quite discernable, which allowed us to select the counties and export them to a new feature class 
to obtain a satisfactory boundary in the correct coordinate projection. These groups of counties were 
then dissolved into larger features corresponding to the different injection capacities depicted in the 
original figure.   

We also designated CO2 pipelines as “storage areas” and thus digitized them from this georeferenced 
figure as well. The georeferencing to digitize the CO2 pipelines was done separately from the injection 
capacity areas so that pipelines could be digitized with the maximum accuracy possible using this 
method. We also took care during digitization from the georeferenced image to account for the location 
of each pipeline within each county so that the location accuracy could be improved further, even if it 
did not quite match the georeferenced imagery.  

Road and rail networks 
We used the Railways, HIFLD Open (accessed October 2019) dataset to develop the rail network and the 
Roads, MapCruzin.com (2020) dataset to develop the road network. We set up a dedicated geodatabase 
for both road and rail and, within each geodatabase, we created a dedicated feature dataset for a 
network dataset. We imported the corresponding lines’ feature class into each feature dataset. Prior to 
creating a network dataset, we erased from each dataset the road and rail features within the storage 
areas described above, truncating them at the boundary of the storage areas. Then, to reduce the 
number of routes that would need to be calculated and thus expedite processing, we dissolved the two 
datasets to consolidate segmented features into one. Finally, we created and built a new network 
dataset for both road and rail with this subset of features using the tool provided by the software.   
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“Incident” points at each county to serve as source location for biomass 
Closest facility analysis requires a point, or many points, to serve as an incident location. In this instance, 
the intersection of the county boundaries and rail lines served as incident locations. Note that many 
counties in the United States are not covered by a rail line from the HIFLD Open dataset; however, other 
counties may be crossed several times by rail lines. Thus, certain counties may have more than one 
incident (or source) location, while others have none. Due to the large number of incident locations, we 
implemented a manual country-wide quality assurance (QA)/quality control (QC) process to remove 
incident points that either could not connect to a storage location (for example on an island with no 
bridge in the dataset to the mainland) or would clearly not provide a minimum path to a storage area 
(for example, when a road line crisscrossed a county boundary many times in a very short distance). 
Once we completed the QA/QC process for incidents, we used the “Add Locations” tool to populate 
these incidents to the network dataset. 

“Facility” points in storage areas to serve as biomass destination 
A second input to the closest facility analysis is a destination point called a facility. In this instance, the 
intersection of the CO2 storage areas (boundary of the injection capacity areas with 0.25 Mt/y/well or 
existing CO2 pipeline) and the rail lines (or roads) served as the facilities. To expedite the closest facility 
analysis, we performed the same manual QA/QC check of facility points to reduce the number of route 
calculations that were needed and thus reduce processing time. Once we completed the QA/QC process 
for facilities, we used the “Add Locations” tool, this time to populate facilities to the network dataset. 

Closest facility analysis  
With the network built and incidents and facilities added, the next step implemented the Closest Facility 
algorithm. We entered each parameter into the algorithm and set the impedance attribute to length 
(kilometers).   

The Closest Facility algorithm calculates a “route” layer with the distance between each incident and its 
closest facility. Due to the existence of multiple incidents for a given county in both the case of roads 
and rail, in some instances multiple routes were calculated to storage locations for a given county. Thus, 
to identify just the route with the minimum distance to storage for each county required additional 
processing, which we did outside of GIS.   

Calculating minimum cost of transport for all routes 
For each rail and road, we exported the “route” layer attribute table into Excel. We created a pivot table 
with counties listed by Federal Information Processing Standards (FIPS) code and the minimum route 
distance. Next, we added a new field for cost/ton/km (rail = $0.044, road = $0.101) and calculated a field 
for cost/ton by multiplying the minimum route distance in km by the cost/ton/km.   

With cost/ton for each route, we used data from the U.S. DOE 2016 BTR study to calculate total 
production and production density for three categories of biomass: agriculture, included with $40 
biomass availability, except for cotton residue and rice straw, which were included with $60 availability; 
MSW, included with biomass availability at the county level of $80; and forestry, included with $40 
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biomass availability. Using a pivot table, we summed the total biomass and biomass production density 
for each county. 

We imported the pivot tables for both biomass amounts and transport and joined each with the county 
data layer by the unique FIPS code for each county, which were then incorporated into the visualizations 
for the project on a bivariate scale. 

Assessing processing and geologic storage costs 
To calculate processing costs for gasification, we relied on the technoeconomic analysis in Larson et al., 
whose analysis was based upon switchgrass, a good proxy for the wastes we considered here (39, 40). 
Our process assumptions were as follows: selling price for liquid hydrogen – $4.00/kg; plant lifetime – 20 
years; discount rate – 12.5%; and plant uptime/capacity factor – 90% (41–43). Given that the literature 
analysis was based upon a large gasification plant size of 4500 tons of biomass per day, we estimated 
the costs of smaller plant sizes that are more realistic for near-term deployment by scaling the process 
unit capital costs based on the Quality Guidelines for Capital Cost Scaling Methodology from NETL (44), 
using reference process unit sizes and capital costs from the literature. 

From our process model based upon the assumptions above, we were able to simplify the cost 
calculation for a given plant size to the following: biomass collection + transport cost ($/ton biomass) * 
(1 ton biomass / 1.65 tCO2) + a constant for each plant size. These constants are 3.28, -32, and -52 for 
1000, 2000, and 4500 ton/day–sized biomass gasification plants, respectively. We assumed a fixed 
geologic storage cost of $10/tCO2  based upon analysis by NETL (45). 

Retrofit: Identifying facilities of interest and modeling costs 
Evaluating existing combustion facilities 
We obtained data on existing combustion facilities and their associated fuels and emissions through the 
U.S. EPA’s eGRID (46). These data include information on fuel type, plant nameplate capacity and 
capacity factor, net generation, and emissions overall and from combusted biomass. The United States 
has hundreds of existing biomass combustion facilities. The biogenic feedstocks for these facilities 
include agricultural waste (Ag), black liquor (BLQ), landfill gas (LFG), MSW, and wood waste.  

Some existing biomass combustion facilities are co-fired with other non-biomass fuels, most commonly 
coal or natural gas. Co-fired facilities are not desirable for retrofit as co-firing reduces the portion of the 
captured and removed CO2 emissions that is biogenic, and the resulting capital and operating costs for 
carbon removal are greater. Theoretically, a cost associated with positive emissions would reduce this 
effect, and larger co-fired facilities could be promising retrofits with mixed CO2 emission abatement and 
removal. BLQ and LFG combustion facilities are also generally not favorable for retrofit for a range of 
factors including small scale (LFG), impurities, and commonly being co-fired with fossil fuels (47). Thus, 
in this study, we focus only on existing facilities burning Ag, MSW, and wood waste. Importantly, MSW is 
not entirely biogenic, depending on the mixture, sourcing, and components, and in this study we 
assumed that CO2 captured from MSW combustion is 50% biogenic (46). This assumption has a similar 
affect to co-firing as it increases the cost of removal because only a portion of the CO2 captured may be 
counted as removal. Sourcing particular subgroups of MSW that are more or entirely biogenic as 
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combustion feedstocks may be possible, but we did not probe alternative sourcing or fuel adjustments 
as those scenarios are highly case- and region-specific and may be restricted due to standing contracts.  

Most existing biomass combustion facilities have relatively small nameplate generation capacities; 28 
facilities have nameplate capacities ≥100 MW, and only 3 facilities have nameplate capacities ≥200 MW. 
These small scales are economically unfavorable for retrofit, especially in comparison to the potential 
for carbon capture at fossil fuel combustion plants, which are often significantly larger. Other limiting 
factors include very low facility uptime (capacity factor) and significant co-firing with fossil fuel, often 
coal. Still, these facilities, especially the largest among them, have potential as near-term and relatively 
low-capital-cost opportunities for carbon removal through retrofits with conventional flue gas carbon 
capture technologies. 

Modeling carbon capture retrofit cost in the Integrated Environmental Control Model 
(IECM) 
We used the Integrated Environmental Control Model (IECM), a tool developed by CMU and NETL, to 
calculate performance, emissions, and economics of existing and theoretical combustion facilities (48). 
IECM has straightforward, established methods for calculating economic details of carbon capture 
retrofits to biomass combustion facilities. In general, estimating retrofit costs is challenging at very small 
scales, and most scaling factors and models available in the literature target plants with nameplate 
capacities in the hundreds of megawatts (MW) (e.g., 4000–7000 tCO2/d). This issue complicated our 
analysis as only a small fraction of the existing facilities have nameplate capacities ≥100 MW (~1000 
tCO2/d). The IECM modeling tool features a rough lower bound of 100 MW gross generation, below 
which the scaling models may not be accurate. For this reason, the minimum nameplate capacity (i.e., 
net generation) plant we considered was 75 MW.   

Overview of the Integrated Environmental Control Model (IECM) 
CMU and NETL’s IECM tool is a robust and flexible tool for modeling the operation and economics of 
solid fuel (pulverized coal), natural gas combined cycle, and internal gasification combined cycle plants 
and has been used in many published studies (19, 49–52). IECM can readily model solid biomass fuels 
using defined custom fuel compositions and heating values (53–56) and can also model a variety of post-
combustion controls, including CO2 capture. IECM users can specify a vast array of system parameters, 
including key performance factors like gross output, boiler efficiency, and capacity factor, as well as 
economic factors such as regulated emissions constraints, financing, discount rate, charge factors, 
federal and local taxes, and fuel costs. Unless otherwise specified, we used default recommended values 
for solid fuel combustion plant operation; some parameters are specified in this section. 

Setup and workflow for retrofit cost evaluation 
Analysis of CO2-capture retrofit economics is a specified workflow described by the creators of IECM, 
and we generally followed their recommended approach, which establishes a baseline plant with fully 
amortized equipment and subsequent addition of a new carbon-capture unit. The gross generation is 
then reduced to decrease the fuel rate to the pre-retrofit level. The baseline plant includes only NOx 
control with hot-side selective catalytic reduction (SCR) in its post-combustion controls; other emissions, 
including mercury, particulates, and SO2, are not evaluated.  
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Key assumptions for retrofit modeling 
Baseline breakeven operation was a critical assumption used in cost evaluation of the biomass 
combustion facility retrofits. With this assumption and with an unchanged fuel rate, we assumed that 
the fuel being burned had an effective cost of zero, much like we assumed the existing equipment to be 
fully amortized. For specific cases in which fuel rate was increased, we accounted for the cost of any 
additional fuel above the baseline plant rate. We will discuss these cases further in the section 
describing the retrofit scenarios we examined. 

We considered retrofits utilizing conventional absorber–stripper systems with two different liquid 
solvents: monoethanolamine (MEA), an older and more mature technology, and Cansolv, a more 
modern solvent system from Shell. We did not consider a third solvent option available in IECM, Fluor 
FG; its economics and efficiency were similar to those of Cansolv, so we arbitrarily chose just one of 
them for simplicity. Table 2-2 shows some key parameters used in the model. 

Table 2-2. Key system and economic parameters used in all IECM retrofit models. 

Parameter Value 

Capture efficiency 90% 

Boiler type Sub-critical 

Capital discount rate 10% 

Fixed charge factor 13.4% 

Post-retrofit plant life 20 years 

Construction time 3 years 

Electricity sale price $60/MWh 

 

Models of specific plants from the eGRID database of existing combustion facilities utilized the listed 
nameplate capacity (set to be the baseline plant net generation) and capacity factor. The theoretical 
plants used in our cost curve models all assumed a capacity factor of 85% across a range of nameplate 
capacities. These theoretical facilities also used regional values from the Southeast United States, as this 
region has the greatest density of potential retrofits. For all cases, we assumed the storage cost of CO2 
to be $10/tCO2. 

Model outputs and analysis 
The model calculates a cost of captured CO2 by comparing the internal cost of electricity, or minimum 
selling price, of the baseline plant to that of the retrofitted plant. This comparison incorporates all 
economic factors, including the annualized capital and operating expenses. Because we kept the fuel 
rate constant, the addition of carbon capture operations (absorber, stripper, etc.) significantly reduced 
the net electrical output of the plant. We did not consider the addition of new boilers or increased 
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generation by burning additional natural gas. In one scenario listed below, we considered increasing 
capacity factor with additional biomass fuel. 

We added a loss in revenue from reduced generation (using the electricity sale price in Table 2-2) to the 
internally calculated cost of CO2 capture, and we recorded the absolute and fractional loss in net 
generation with retrofit. Finally, we noted the effective total capital requirement for the retrofits, 
including annualized capital and operational and maintenance costs. Additional details and example cost 
breakdown may be found in the appendix. 

Retrofit scenarios examined 
Case studies of existing facilities 
We selected several of the most-promising existing facilities from the eGRID data as case studies for 
retrofit and modeled them with their reported fuels, size, and capacity factors. We selected one facility 
of each fuel type—wood waste, agricultural waste, and MSW (Table 2-3)—for consideration based on 
scale and proximity to geologic storage regions.  

Table 2-3. Retrofit case study biomass combustion facilities. 

Plant name Fuel County, 
State 

Nameplate 
capacity (MW) 

Capacity 
factor (%) 

Annual biogenic 
CO2 emissions (Mt) 

Clewiston Sugar 
House 

Agricultural 
waste Hendry, FL 90 32 2.1 

Covanta Fairfax 
Energy 

Municipal 
solid waste 

Covanta, 
VA 124 61 0.54 

Deerhaven 
Renewable Energy 

Wood 
waste 

Alachua, 
FL 116 56 0.71 

 

We considered two scenarios for each case study. In Scenario 1, we kept fuel use and capacity factor 
constant, leading to a significant decrease in net generation. In Scenario 2, we increased capacity factor 
to remove any net generation losses associated with the energy required for the operation of the 
carbon-capture unit. This adjustment increased the required biomass fuel, and we accounted for the 
cost of this additional fuel according to the weighted average cost for that fuel in that specific county 
using data from BTR and relevant biomass types shown in Table 2-1. This second scenario accounts for 
contracts governing energy generation in which the original net generation may be maintained by 
increasing fuel supply. We selected this approach as we assumed a plant was more likely limited by 
generation demand and contracts than by fuel supply; however, this assumption may not always be the 
case. 

Cost curves for generic facilities 
In addition to the case studies of specific plants, we generated generic cost curves for carbon capture 
retrofits of theoretical biomass combustion facilities. We evaluated overall capture cost ($/tCO2) and 
effective total capital. As with Scenario 1 in the case studies, we kept the fuel rate of each baseline plant 
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constant, resulting in an associated loss in net generation and electricity sale revenue. We modeled 
biomass combustion plants with nameplate capacities in the range of 75–300 MW for each of the three 
target fuel types. 

RESULTS 
Waste biomass availability in the United States 
Our major finding from our waste biomass assessment is that approximately 123 million tons of biomass 
are available per year with the constraints described the Analysis section (Table 2-1). This amount 
corresponds to around 200 million tons of CO2 per year that could be sequestered through the biomass 
gasification + CCS pathway. The most significant biomass sources among the three waste categories are 
1) corn stover from agriculture, 2) construction and demolition waste from MSW and 3) other forest 
residue from forestry operations.   

Various considerations will influence the choice of waste biomass type (agriculture, forestry, MSW) and 
subtypes (corn stover, sugarcane trash, etc.) for gasification, including feedstock homogeneity, certainty, 
seasonal availability, and others. We did not extensively research these considerations. Broadly, 
industrial entities that would put forward the capital to build such a plant will be interested in long-
term, compositionally homogeneous, reliable sources of biomass. Other factors that we did not 
consider, such as silica content and economics of biomass pre-processing, may also exist. We were not 
able to quantify these considerations, but we did include estimates of collection costs from BTR (Table 
2-4). Agricultural wastes in our dataset included some subtypes with availability at $60/ton; specifically, 
we chose to include cotton residue and rice straw, which are only available at higher collection cost, to 
represent the range of costs, with most selected subtypes at $40/ton. Therefore, agricultural wastes 
were the highest cost source of biomass in our analysis, but this value is highly dependent on the choice 
of waste. MSW is the lowest cost source of biomass in our analysis, due to avoidance of tipping fees and 
our assumption of zero collection cost for paperboard. However, current use (e.g., recycling) and costs 
of sorting and handling non-recycled paperboard requires more research.  

Table 2-4. Weighted average collection costs per waste biomass type. 
 

Million dry tons/yr 
Wt. avg. collection 
cost ($/ton) 

Agriculture 45.3 43.8 

Forestry 34.8 40 

MSW 43.2 25.2 

Total 123.3 36.2 
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With the goal of identifying the most-promising near-term U.S. regions and counties for installation of 
gasification plants, we overlayed the storage regions (including CO2 pipelines) shown in Figure 2-1 and 
waste biomass density, and used data on road and rail lines, as well as biomass transport costs from our 
own prior analysis (38), to estimate transport costs from each county to the nearest storage site. We 
used county-level estimates of waste biomass availability to map distribution across the United States 
according to type. The data are available both as a biomass density and as annual dry tons. Figure 2-5 
shows our map of the most promising regions in the United States for locating biomass gasification 
plants. The most promising regions (highest biomass density and lowest transport cost) are along the 
Gulf Coast, Central California, Southern Florida, and some counties in the upper Midwest and Northeast. 
Note that this map only accounts for biomass transport costs, not collection costs. The counties with the 
most intense shades of green reflect U.S. counties with the top 1/3 highest biomass densities, 
corresponding to greater than 70 dry tons of biomass per square mile per year. We regard these 
counties as favorable waste biomass source counties for gasification. Biomass at these densities would 
require collection from within a 40-mile radius to support one 1000-ton-biomass-per-day gasification 
facility (which we assumed in process cost calculations). We did not account for the annual cost or 
capital costs of biomass storage in our calculations. For resources only available seasonally—e.g., 
agricultural wastes—the gasification facility will need to store up to 2/3 of the annual supply. The least 
expensive biomass storage option is on-ground unprotected at about $1/ton of biomass. (However, 
leaving biomass unprotected can lead to annual losses of about 6%.) The most expensive storage option 
is indoors, estimated at about $25/ton, with very little loss of biomass (57). This range of biomass 
storage costs would add about $4–18/tCO2 for a 1000-ton/day gasification plant. The dark green regions 
reflect counties with the most favorable circumstances for supporting a gasification plant: high biomass 

 
Figure 2-6. Regions of highest opportunity for building new gasification plants in the United States. Dark green counties 
reflect U.S. counties with roughly the top 1/3 highest biomass density and lowest biomass transportation costs. Biomass 
density data are from 2017 estimates. Regions highlighted by dark green, light green, and grey circles are examples and 
are intended to explain the color coding in the legend. 
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density and minimal transport costs. In contrast, the gray regions have the lowest waste biomass density 
and highest transport costs and are currently the least favorable for supporting a gasification plant.  

Gasification process costs  
In Figure 2-7, we show the sensitivity of 
cost/tCO2 to plant size and to weighted 
average biomass collection costs per 
biomass type (agriculture, forestry, or 
MSW). The greatest cost driver is plant 
size: the smallest plant—1000 tons/day—
cost $25 or $37/ton for biomass + 
conversion costs from MSW and 
agriculture wastes, respectively. The 
largest plant—4500 tons/day—is 
projected to generate a profit per ton of 
CO2, achieved through lower processing 
costs (economies of scale) and the sale of 
liquid hydrogen. We include a large scale 
4500 ton/day gasification plant as a point 
of comparison in our analysis because 1) 
this is a routine size built for gasification of fossil resources such as coal, 2) this is the base case size in 
Larson et al., from which we drew our processing costs, and 3) we identified a handful of U.S. counties 
that could support a plant of this size. The profits for the 4500 ton/day plant are $18 and $29/tCO2 from 
agricultural and MSW, respectively. Table 2-5 shows the capital costs we calculated for the same range 
plant sizes. The capital required for new-build gasification plants presents a significant risk to 
implementation, with the smallest 1000 tons/day plant requiring on the order of $500M to construct. 
For the subsequent cost calculations, we focused only on the smallest plant size as being the most likely 
to be implemented by 2030. Our rationale for analyzing the 1000-ton/day plant scale is as follows: to 
our knowledge, no biomass gasification with carbon capture plants are in operation today. However, 
several projects are nearing deployment at about 500–1000 tons/day to flexibly produce various fuels 
from biomass gasification, with plans to pursue carbon capture in the future. Additionally, SunGas, a 
subsidiary of the Gas Technology Institute, has prepared engineering designs for a 1000-ton/day 
biomass gasifier (28), which several California developers are planning to use.   

  

 
Figure 2-7. Calculated cost/tCO2 for gasification + CCS for agricultural, 
forestry, and MSW feedstocks. We find that costs are most sensitive to 
gasification plant size, leading to cost/tCO2 ranging from  
$-29 to 37/ton (excluding incentives, transport, and geologic storage 
costs). Negative costs reflect revenue per ton CO2 from the sale of 
liquefied hydrogen. t.p.d. = tons/day. 
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Table 2-5. Negative emissions potential and capital costs associated with gasification plant size. 

Gasification plant size 
(tons biomass/day) 

Negative emissions potential 
(tCO2/y) 

Capital cost  
(M$ 2018 USD) 

1000 525,600 541 

2000 1,051,200 872 

4500 2,628,000 1700 
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We evaluated system-level costs for select U.S. counties based on annual biomass production; we found 
60 U.S. counties that could each supply at least 200,000 tons/y of waste biomass, the approximate 
quantity needed to support a small gasification plant. Figure 2-8 (top) shows system-level costs, 
including weighted average biomass collection costs for the county, gasification to liquid hydrogen + 
carbon capture cost for a 1000-ton/day plant, calculated biomass transport costs by road or rail (if 
applicable), and CO2 storage costs. We want to acknowledge that these counties do not necessarily 
reflect the “regions of opportunity” depicted in Figure 5 but rather give a snapshot of cost/ton, 
predominant biomass type, and preferred biomass transport mode for the highest producing counties. 
Total county production as a metric skews the results toward counties with larger geographic areas. 

 
Figure 2-8. For each county or grouped counties indicated by bold outlines in the U.S. maps above, we indicate 1) annual 
Mt of CO2 potential through gasification (to hydrogen) of waste biomass available within the county/grouped counties 
and 2) system cost per ton CO2 for a 1000 ton per day biomass gasification plant. The system cost calculation is described 
in the Analysis section and includes 1) the weighted average biomass collection costs for the specific biomass in each 
county/region, 2) biomass transportation costs via road or rail (by shortest distance to storage region), 3) processing 
costs for gasification of waste biomass to liquefied hydrogen with carbon capture for a 1000 ton biomass per day plant 
scale, and 4) geologic CO2 storage costs. Several of the regions/counties can support multiple plants of this size or could 
support a larger plant. Top map: County colors reflect the lowest cost biomass transportation mode. The “storage” 
transport mode reflects counties that can also provide >250,000 tCO2/y geologic storage, so we assumed biomass 
transport cost is zero. Bottom: County colors reflect the predominant type of biomass in the county. 



 

 42 

Therefore, only MSW and agricultural counties are reflected here, as the counties with predominantly 
forestry biomass are smaller in area. Nevertheless, we anticipate that these forestry counties with high 
biomass density shown in the “regions of opportunity map”—with biomass collection costs of around 
$40/dry ton of biomass—will align well with the costs from the agricultural areas in these regions, at 
around $30/tCO2. Overall, in this sampling of counties across the United States, total system costs range 
from $26/tCO2 in low biomass cost/low transport cost counties to around $50/tCO2 in high biomass cost 
and/or high transport cost counties. Figure 2-8 (bottom) also shows the same counties and county costs 
but indicates the type of biomass predominant in each of these counties. We found qualitatively that 
each of the counties represented here has a major (>90%) category of waste biomass and no counties 
have even distributions of waste biomass types. Florida and California have a mixture of agricultural 
residues in the predominantly agricultural-waste biomass counties. However, the agricultural waste 
from counties in Nebraska/the Upper Midwest is almost solely represented by corn stover.  

Existing combustion facility retrofits 
Geographic distribution of promising retrofits and geologic storage 
 

 
Figure 2-9. Existing agricultural waste, MSW, and wood waste biomass-combustion facilities with annual emissions of at 
least 300,000 tCO2 and regions of potential geologic storage capacity in the United States. Also indicated are the three 
facilities we analyzed in depth for retrofit costs. 
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Retrofit economics for theoretical facilities 
In our analysis, we consider retrofits utilizing conventional absorber-stripper systems with two different 
liquid solvents: monoethanolamine (MEA), an older and more mature technology, and Cansolv, a more 
modern solvent system from Shell. Some evaluations of carbon-capture retrofits consider additional 
generation and even additional boilers to offset the generation losses associated with the energy 
required to operate the carbon-capture add-on, mostly used for solvent regeneration. In our analyses, 
we kept fuel supply constant unless otherwise stated and did not consider additional boilers, as we were 
focused on retrofit as a low-capital investment approach. Figure 2-10a shows the overall costs of CO2 
removal per tCO2 in biomass combustion facilities with nameplate capacities ranging from 75–300 MW 
(operating at 85% capacity factor). The removal cost includes the annualized capital and additional 
operating expenses from the retrofit, as well as revenue losses from decreased power generation.  

 

 
Figure 2-10. Cost curves for carbon-capture retrofits using MEA and Cansolv solvents for theoretical biomass combustion 
facilities over a range of relevant nameplate generation capacities (a) and the associated annual removal potentials (b). 
Total effective capital requirements for these carbon-capture retrofits as a function of capacity (c) and removal potential 
(d). 
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Between the two solvents we analyzed, MEA is generally the less capital-intensive technology (Fig. 2-
10b). However, MEA is also less energy-efficient and significantly decreases the net generation of the 
combustion plants when fuel supply is held constant. In general, Cansolv typically results in lower overall 
removal costs due to lower generation losses and less lost revenue from the sale of electricity. The 
differences in capital requirements for the feedstocks we considered are related to heating values, 
moisture, and atomic composition of the feedstocks. In all cases, we did not consider feedstock cost 
because facilities are currently operating and are assumed to break even with established feedstock 
sourcing and contracts. Agriculture waste emits more CO2 per unit energy generated due to differences 
in elemental composition and heating value and thus has greater capital requirements for a plant with 
the same capacity plant fed by wood or MSW. With more emissions to capture, a change in scaling 
factor is reached, leading to the bend in the cost curve for agriculture waste scenarios. However, overall, 
agriculture waste tends to have lower removal costs for a fixed nameplate capacity, as seen in Figure 2-
10a, because of this greater CO2 generation ratio. 

For low-generation plants, the cost of removal for wood and agricultural waste combustion facilities are 
around or just below $100/tCO2. The overall costs are dependent on the selling price of electricity, 
which depends on existing contracts and the local grid power situation, as well as energy demands. In all 
cases shown, we assumed a selling price of $0.06/kWh. As retrofitting relatively low-capacity facilities 
with carbon capture leads to a significant decrease in net generation, the selling price of electricity is a 
key consideration. As will be discussed further during the specific examples of retrofits, operation 
uptime (capacity factor) is another key factor that could be increased after retrofit to maintain the pre-
retrofit net generation. However, this approach would require additional fuel and some facilities may be 
limited by their supply.  

Figure 2-11 shows the loss in net generation and associated revenue losses for the different biomass 
feedstocks. Importantly, the fractional generation losses and revenue lost per CO2 removed do not 
depend on facility scale in the capacity factor range considered here. As noted above, Cansolv is more 
energy-efficient and does not reduce generation as significantly as MEA. The revenue lost due to 
reduced generation primarily ranges from $20–30/tCO2, which is a smaller portion of the overall cost of 
removal in low-capacity facilities, which have high relative capital and operating expenses with less 
benefit from scale. The energy penalty of carbon capture for bioenergy problems can be partially offset 
with energy recovery in combined heat and power plants, but the reduction in losses is moderate (<5%) 
(58) and was not considered in any of our presented scenarios. 
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Carbon capture and storage (CCS) case studies for promising existing biomass combustion 
facilities 
Finally, we performed several case studies for specific existing biomass combustion facilities, one for 
each of the three target feedstock types. We selected three facilities with relatively high nameplate 
capacities and geographic locations proximal to geologic storage regions: Deerhaven Renewable Energy 
Center (wood feedstock; Alachua County, FL), the Clewiston Sugar House (agricultural waste feedstock, 
Hendry County, FL), and Covanta Fairfax Energy (MSW feedstock, Fairfax County, VA). Table 2-6 shows 
facility nameplate and key retrofit results, including cost of removal, total capital cost, and loss in net 
generation. For each of these examples, MEA was the more cost-effective solvent system and had lower 
associated total capital costs. Notably, the agricultural biomass combustion facility, Clewiston Sugar 
House (Clewiston), has a low nameplate capacity and operates currently at a low capacity factor (32%). 
For each facility, we considered additional retrofit scenarios in which an increase in facility uptime 
(capacity factor) offset the loss in net generation from the addition of carbon capture. In these 
scenarios, the increased capacity factor was still lower than the standard, relatively high capacity factor 
used in generating the cost curves in Figure 2-10 (85%).  

  

 
Figure 2-11. Lost net generation of combustion facilities with carbon capture retrofit by feedstock as a percentage of pre-
retrofit generation and the associated losses in electricity sale revenue per ton of CO2 removed. 
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Table 2-6. Removal costs, capital requirements, and generation losses for each of the three facility 
retrofit case studies. The costs are for MEA retrofits, which was the solvent with a lower overall cost of 
removal in each case. 

  
                                  Baseline fuel rate     Fuel ↑ to maintain generation 

Fuel Facility 

Nameplate 
capacity 

(MW) 

Capacity 
factor 

(%) 

Retrofit 
removal cost 

($/tCO2) 

Capital 
cost 
(M$) 

Loss in 
generation 

(%) 

Retrofit 
removal 

cost 
($/tCO2) 

Capital 
cost 
(M$) 

Loss in 
generation 

(%) 

Wood Deerhaven 116 56 111.9 117 27 65.6 117 0 

Ag 
waste 

Clewiston 
Sugar 90 32 168.1 121 38 87.5 121 0 

MSW Covanta 
Fairfax 124 61 197.0 108 22 136.8 108 0 

 

The most economical case among the three facilities is the wood combustion facility, Deerhaven 
Renewable Energy Center, with a post-retrofit removal cost of $112/tCO2. Wood-fueled facilities have a 
moderate loss in generation with retrofit compared to agricultural waste and lack the biogenic fraction 
penalty associated with MSW combustion. Figure 2-11 shows a breakdown of each of the cases 
described and the associated costs. For increased capacity-factor scenarios, the facilities suffered no loss 
of generation revenue because we increased the overall generation to match the pre-retrofit scenario. 
However, these cases account for the cost of the additional fuel necessitated by increased capacity 
factor. The significant capital investments required are not affected by capacity factor, and greater plant 
utilization leads to only marginal operation cost increases but proportionally significant increases in 
generation and CO2 produced and captured. As a result, the cost of CO2 removal achieved by offsetting 
the retrofit with increased capacity is reduced significantly, typically by 25–40%.  
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Very few agricultural biomass combustion facilities are in existence today, relative to the number of 
MSW and wood facilities. Waste-to-energy (MSW) facilities are numerous and located all around the 
country, especially near urban centers. These facilities are promising targets for carbon-capture retrofits 
for removal; however, the issue of biogenic fraction is very punitive when comparing overall removal 
costs with wood waste–fueled facilities. As a result, wood is the most promising feedstock in existing 
facilities amenable to retrofit for carbon capture. However, if MSW sourcing and pre-sorting could be 
organized such that MSW feedstocks were mostly or entirely biogenic, then MSW could be as promising 
if not more so than wood waste–fueled plants. As with co-firing, the existence of a cost associated with 
positive CO2 emissions could further reduce this effect. 

CONCLUSIONS 
We found that both biomass gasification to hydrogen and retrofit of existing biomass combustion 
facilities can provide millions of tons of negative CO2 emissions at a price per tCO2 significantly lower 
than today’s DAC costs (estimated at $200/tCO2 (5)). New biomass gasification facilities could provide on 
the order of 200 MtCO2/y if deployment and thus removal capacity met the quantities of available waste 
biomass. We found that the total system capacity of existing biomass combustion facility retrofits 
available at less than $200/tCO2 is around 12 MtCO2/y. 

Our analysis indicates that combustion facility retrofits for selected facilities are on the order of $100M 
in capital investment, whereas new construction of a gasification facility with similar CO2 output (0.5 

 
Figure 2-12. Cost breakdown for four retrofit scenarios for each facility, using either MEA or Cansolv absorber systems 
and with or without increased operational uptime (capacity factor, CF) to offset generation losses from retrofit carbon-
capture energy requirements.   
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MtCO2/y) is significantly more costly (on the order of $500M). We found that costs per tCO2 follow the 
opposite trend: gasification to hydrogen provides negative CO2 emissions at $25–50/tCO2 at the smallest 
plant size, whereas retrofits of the most promising facilities at current operational capacity factors lead 
to negative CO2 emissions at a cost of $100–200/tCO2.  

We found that costs per tCO2 for the gasification pathway can be minimized by selecting low-cost 
biomass, minimizing biomass transport costs (e.g., as represented by “regions of opportunity” in 
Figure 2-5), and maximizing plant size. In particular, biogenic MSW—such as paper, paperboard, and 
construction debris—may provide seasonally consistent, low-cost biomass for gasification because 
processing (rather than landfilling) this biomass leads to avoidance of tipping fees. However, the price of 
this biomass was difficult to estimate—here we assumed a range of $0–40/dry ton—because we were 
not able to identify collection and sorting costs for these wastes.   

Finally, cost per tCO2 for the retrofit pathway can be minimized by selecting the largest plants near 
geologic storage regions and increasing the capacity factor of the plant to counteract the energy 
penalty that results from adding carbon capture. Currently, we find that wood waste is the most 
economical to process for retrofit plants, but pre-sorted biogenic MSW, if available, may be more 
economical and would enable more retrofit capacity across the United States.  
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CHAPTER 3. SOIL CARBON 

SUMMARY 
Agricultural soils have lost a vast amount of carbon to the atmosphere over human history (6). Even 
partially reversing this loss would remove a significant quantity of carbon from the atmosphere, thus 
slowing climate change (7–9). On the other hand, soils are dynamic natural systems that respond 
differently to management in different environments; hence efforts to increase soil carbon storage do 
not reliably yield net removal of CO2 from the atmosphere in every agricultural or geographic context. In 
this section we will consider how these complexities influence the potential for soils to sequester 
carbon.  

In addition to the broad criteria for carbon removal outlined above, we propose specific criteria that 
define effective soil-based carbon removal. For our analysis, we applied these criteria to five soil-
management practices that have putative potential to achieve carbon removal: cover cropping, 
conversion of annual cropland to perennials, tillage reduction, organic amendments, and improved 
grazing management. We then mapped potential low-cost opportunities for soil-based climate 
mitigation at a county-level across the United States using the COMET Planner tool (10). Finally, we 
considered unresolved challenges related to soil carbon in the context of carbon credits. 

KEY FINDINGS 
Our major finding is that establishing verifiable and permanent CO2 removal is challenging across all 
soil-based strategies; consequently soil-based carbon removal is a relatively high-risk method for 
offsetting CO2 emissions. This risk does not obviate the need to manage soil in order to reduce 
greenhouse gas (GHG) emissions from agriculture, while potentially achieving CO2 removal as a co-
benefit. 

We developed first-order estimates for capacity and future costs of soil-based climate mitigation 
potential (defined as removal plus avoided emissions). We focused on cover cropping, which we ranked 
as having more clearly demonstrated climate mitigation potential than other practices based on the soil-
specific quality criteria. Within the South-Central United States, where COMET Planner suggests that 
cover cropping might be most efficient at achieving climate mitigation, a maximum theoretical potential 
of 6 MtCO2e/y of emissions might be avoided or removed from the atmosphere by this practice over a 
10-year period. We estimate that costs of avoided emissions and removal associated with cover 
cropping in the South-Central United States are between $30 and $100 per tCO2e (9% discount rate) or 
$200/tCO2e (1% discount rate) assuming a 100-year target for permanence. Costs are sensitive to the 
risk of reversion to conventional management, which is not well constrained. We stress that these 
estimates combine avoided emissions and removal, which are not clearly differentiated in current soil 
carbon crediting protocols (6) and which should not be treated as equivalent quantities (7). The 
primary effect of best-practice management of agricultural soils is often reduced emissions, not net 
removal of carbon from the atmosphere (8, 9). 
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INTRODUCTION 
Practices that achieve net CO2 removal via soil management rely on two fundamental strategies. 
Broadly, net-negative soil-management practices might first aim to increase the rate at which carbon is 
fixed from the atmosphere and introduced to soil (in this context, carbon fixation refers to the process 
by which CO2 is converted and stored as energy or structure in living organisms). Additionally, net-
negative soil-management practices might increase the persistence of soil carbon, allowing more to 
accumulate. Many climate-friendly agricultural practices also result in avoided emissions, which fall into 
three major categories: 

1) Avoided fossil fuel emissions. For instance, replacing synthetic fertilizers with organic fertilizers 
may decrease carbon emissions associated with fertilizer manufacture and transport.  

2) Avoided emissions of GHGs with high global warming potential. For instance, nitrogen applied 
in fertilizer can be transformed by soil microorganisms and emitted as nitrous oxide, which has a 
global warming potential 265–298 times that of CO2. Reducing fertilizer use can reduce nitrous 
oxide emissions. 

3) Avoided soil carbon loss. Some agricultural soils continue to lose organic carbon, and adopting 
improved management practices can slow, but not halt, continuing loss of this carbon (59). 

Avoided emissions related to fossil fuel combustion and fertilizer application are easier to identify than 
carbon removal obtained by increasing soil carbon stocks and are also less susceptible to reversal (60). 
Consequently, avoided emissions are the primary pathway to mitigating the climate impacts of 
agriculture (61). However, given the objectives of this report, we emphasize strategies that target 
carbon removal in our analysis. Below we define six additional criteria for soil-based carbon removal. 

Criterion 1:  
The soil carbon stock must increase over time in excess of increases that would have occurred in the 
absence of improved management (62–64).  
Given this definition, carbon removal depends on two reference values: 1) the initial carbon stock and 2) 
the carbon stock in the absence of the practice. Both numbers are required because soil carbon is not 
static. For instance, field experiments have shown that soil carbon stocks may decline even under 
improved management (59, 62). In these cases, relative improvements in soil carbon storage result in 
avoided emissions (Figure 3-1a). Alternatively, carbon stocks may increase even under conventional 
management (65); thus, carbon removal can occur with improved management but only after 
subtracting the soil storage increase that would have occurred if improved management had not 
occurred (Figure 3-1b). If the carbon stock declines under conventional management and increases 
under improved management, both avoided emissions and removal occur (Figure 3-1c). Importantly, 
this criterion depends on a robust estimate of the baseline change in carbon stocks that would have 
occurred in the absence of improved management. 
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Criterion 2:  
The soil carbon stock must be evaluated over the full soil depth affected by management.  
Soil carbon is often quantified at shallow depths (<30 cm) for monitoring soil fertility. However, 
management effects can extend to greater depths and can be negative or positive; hence the entire 
depth affected by management must be considered when reporting carbon stocks for climate mitigation 
purposes. Ideally the depth sampled should include the entire rooting depth of the crop; in practice, 
sampling should extend at least 10–20 cm below the typical depth of plowing (i.e., to 50 cm), given that 
management consistently affects carbon stocks directly below the plow layer (66, 67). In addition, 
management can alter soil density and hence change the vertical dimensions of soil, so soil carbon 
stocks should be accounted for on an equivalent mass basis (68) and, at a minimum, soil bulk density 
must be quantified to identify possible sampling artifacts related to changes in density. 

Criterion 3:  
Increases in carbon storage must exceed associated emissions of other GHGs (methane, nitrous oxide, 
and fossil CO2) on a CO2-equivalent basis.  
Nitrous oxide and methane are generated naturally in soils as microbial byproducts. In agricultural soils, 
nitrous oxide emissions are broadly linked to nitrogen inputs in fertilizer and manure. Most well-drained 
soils are methane sinks, but flooding soils for rice production produces methane, and at an agricultural-
system level methane emissions are driven by livestock (enteric emissions and emissions from manure) 
(69). Nitrous oxide and methane are powerful GHGs; hence, increases in their emissions have the 
potential to offset or eliminate climate benefits from increased carbon storage (70). Conversely, 
reductions in emissions of these gasses, while beneficial, are avoided emissions rather than removal. 

Criterion 4:  
Practices must be evaluated at the scale of the regional economy to avoid leakage.  
Management practices that reduce crop yields or displace agricultural production may drive agricultural 
intensification and land-use change elsewhere, compensating for lost production. Indirect land-use 
change may cause soil carbon losses that constitute leakage of emissions from the site where improved 

 
Figure 3-1. Partitioning CO2 removal. Diagrams show differences in carbon storage between an improved scenario (CI) 
and a baseline scenario (CB). Both scenarios begin at starting point C0. In panel (a) carbon is lost in both the improved 
and baseline scenarios and so only avoided emissions occur; in panel (b) carbon accrues in both scenarios and removal 
occurs; in panel (c) carbon accrues in the improved scenario and is lost in the baseline scenario, and so a mix of avoided 
emissions and removal occurs. 
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management is applied. Furthermore, direct transfers of carbon from one location to another (e.g., in 
organic amendments) do not typically represent carbon sequestration; rather, they represent carbon 
redistribution (64, 71), and hence can be considered a form of leakage. 

Criterion 5:  
Management practices must be additional.  
Actions achieve atmospheric carbon removal only if they sequester atmospheric carbon in addition to 
any sequestration that would have occurred in the absence of the action (the outcome must be 
additional). Consequently, payment for a practice that was already occurring for a significant timespan 
or would have occurred otherwise should not be used to claim climate benefits from that practice (72). 
In this chapter, we evaluate additionality by assessing current adoption rates for each agricultural 
practice, under the assumption that practices that are not already widely adopted are less likely to occur 
in absence of a payment. 

Criterion 6:  
Increases in carbon storage must be maintained.  
Soils are open biological systems that constantly return CO2 to the atmosphere. While a fraction of soil 
carbon persists over decades to centuries, most of the carbon that enters soil exits it rapidly as CO2 (73). 
All soil carbon is susceptible to decomposition and loss (74), and future increases in temperature are 
expected to increase the release of carbon from soil (75). Soil should not be viewed as a permanent sink 
for CO2.  

Because soils are open systems (Box 3-1), exchanging a quantity of fossil fuel emissions for an 
equivalent quantity of soil carbon will have the net effect of transferring carbon from a highly 
persistent geologic reservoir to a reservoir where it is constantly emitted as CO2. This fact does not 
negate the climate benefits of managing soils to increase carbon storage; however, it clearly indicates 
that fossil emissions and soil-based CO2 removal should not be traded on an equivalent basis.  
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Keeping in mind that soil is not a permanent sink for CO2, below we evaluate the relative persistence of 
carbon storage achieved by different soil-based climate mitigation strategies. We attempt to distinguish 
“fast cycling” soil carbon (<10-year residence time) from slower cycling carbon that turns over at multi-
decadal timescales. While some soil carbon persists for centuries to millennia, there is currently no 
robust scientific basis for predicting how much newly added carbon achieves longer residence times; 
hence our assessments of relative persistence remain highly qualitative. 

Overview:  
Considered together, these six criteria yield an overarching principle that is essential to evaluating 
carbon sequestration in soils: increases in soil carbon stocks do not necessarily yield net removal of 
GHGs from the atmosphere. Baseline effects, GHG emissions, leakage, lack of additionality, and lack of 
permanence can all cancel the apparent climate benefits associated with a measurable increase in soil 
carbon relative to “business as usual.” Consequently, demonstrating atmospheric carbon removal in 
soils is not simply a carbon quantification problem; rather, it also requires an integrated analysis that 
extends beyond proximate soil measurement. 

Box 3-1  
SOILS AS OPEN SYSTEMS  
Soils store or lose carbon based on the balance of carbon inputs and carbon outputs. Consequently, 
any change in management that improves this balance can only yield increases in soil carbon 
temporarily; ultimately, the soil will approach a new carbon equilibrium when inputs and outputs 
balance. Despite this complexity, increases in soil carbon under different management regimes are 
typically reported in terms of either tons of carbon or tons of CO2 equivalent (tCO2e) per hectare per 
year, which implies that soil carbon stocks increase linearly. This convention is useful because soil 
carbon is often compared across experiments of different duration; however, in reality carbon 
storage rates are time dependent, with the fastest rates occurring earliest after a change in 
management (Figure 2). Any linear rates from the scientific literature reported in this chapter should 
be understood to represent the rate over the <10-year period typical  
of most agricultural experiments (“short term” effects), and rates  
over longer timescales are likely lower. 

 Figure 3-2. Change in carbon storage versus average rate. Average rates of C 
storage in units of tCO2e/ha/y mask the fact that soils are open systems and 
cannot gain carbon indefinitely. Typically, the rate at which soils accrue 
carbon after a change in management declines over time. Most agricultural 
field trials are <10 years in duration, hence long-term trajectories are unclear. 
Conceptual illustration adapted from Chenu et al., 2019. 
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ANALYSIS 
Comparison of soil-management strategies 
Below we evaluate common soil-management strategies that have putative carbon removal benefits 
using the criteria above. We emphasize interventions that rely on existing technologies and practices, 
excluding those that are in early stages of development. We exclude biochar amendments; farms are a 
potential market for biochar that might offset production costs, but ultimately we see biochar as more 
appropriately grouped with bioenergy-based carbon removal strategies, given the upstream industrial 
infrastructure required (76). This leaves five broad categories of intervention: 1) cover cropping, 2) 
converting annual crops to perennial vegetation, 3) tillage reduction, 4) organic amendments, and 5) 
grazing management. Importantly, these five strategies all have primary environmental benefits 
independent of climate mitigation (e.g., erosion control and nutrient management). Climate mitigation 
is a potential secondary function of these practices. 

Cover cropping 
Cover crops are planted on agricultural land that might otherwise be left bare, and cover crop biomass is 
typically returned to the soil rather than harvested and exported. Cover cropping is promoted as a 
strategy for increasing soil fertility and resilience because cover crops can improve the soil’s physical 
characteristics, erosion resistance, and nutrient storage capacity. Planting cover crops has the potential 
to yield net CO2 removal because cover crops fix carbon during fallow periods, increasing the rate at 
which atmospheric carbon is transformed into soil organic matter, a fraction of which may persist in soil 
over multiple years. In the context of U.S. agriculture, a primary opportunity for growing cover crops is 
during cooler winter months when cash crop production is less viable. Both nitrogen-fixing legumes 
(e.g., vetch, clover) and non-fixing crops (e.g., cereal rye) are grown as cover crops. Related 
management techniques include intercropping (maintaining cover in proximity with cash crops). 

Criteria 1-2: Evidence for carbon increase 
Global meta analyses indicate that, on average, fields with cover crops have higher soil carbon stocks 
than fields without cover crops, although this effect is limited to the uppermost 30 cm of soil (mean 
short-term effect: 0.56 tC/ha/y) (77). This global average masks considerable local variation: at 
individual sites, carbon stocks may decrease when the whole soil profile is considered (78). Rigorous 
data syntheses that fully account for depth and employ equivalent soil-mass accounting methods are 
lacking for cover crops, which leaves the magnitude of soil-carbon change after cover cropping 
uncertain. In addition, the global average value cited above compares cover-cropped systems to 
conventional systems at a single point in time and hence combines avoided and negative emissions 
(Figure 3-1).  

Criterion 3: Greenhouse gases (GHGs) 
On average, the overall capacity of cover cropping to improve the soil GHG balance appears to be 
positive (79, 80); however, the effect varies. On average, leguminous (nitrogen-fixing) cover crops (e.g., 
vetch) appear to increase nitrous oxide emissions, whereas non-leguminous cover crops (e.g., rye) 
appear to reduce nitrous oxide emissions (81, 82). GHG accounting approaches that incorporate indirect 
nitrous oxide emissions resulting from nitrogen in agricultural runoff indicate that cover crops have a 
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more universally positive effect on the GHG budget (79). On the other hand, over multi-decadal 
timescales, biogeochemical modeling suggests that accumulation of nitrogen and resulting nitrous oxide 
emissions under leguminous cover crops can turn cover crops into a net source of GHGs (83). These 
debates indicate that nitrous oxide emissions remain a critical uncertainty when evaluating cover 
cropping, even if the existing balance of information appears to show average reductions in emissions. 

Criterion 4: External inputs and leakage 
Cover cropping does not depend on external biomass inputs, and we rate the economic leakage 
potential of winter cover cropping as moderate. Cover crops have, on average, neutral to slightly 
positive effects on crop yields (84–86); however, cover crops may compete with marketable crops or 
grazing opportunities (84), implying some potential for leakage. Competition with cash crops is likely to 
be higher in warmer climates, where cover crops might compete with opportunities to grow multiple 
crops in an annual cycle (e.g., in irrigated croplands in California or in the tropics). Some have argued 
that cover-crop seed production might displace food production (87), although this conclusion 
assumes—perhaps simplistically—that seed production would be spread evenly across land currently 
used to grow commodity crops and so should not be taken at face value. 

Criterion 5: Additionality 
The additionality of cover cropping is geographically variable across the United States, but current 
adoption rates are low (less than 10%) in the Midwestern United States (86), which suggests that cover 
cropping may be relatively additional. County-level statistics from the 2017 USDA Census of Agriculture 
confirm that current cover-cropping adoption rates are relatively low (Figure 3-3). This low adoption 
rate suggests there are significant economic and cultural barriers to cover cropping, which is 
corroborated by local-scale economic surveys (88).  

Criterion 6: Relative persistence 
Cover crops introduce plant residues to the upper part of the soil column. A fraction of the carbon may 
become associated with minerals, potentially yielding more persistent soil organic matter; however, 
most plant residue carbon is readily decomposed (89). This suggests that increases in the soil carbon 
stock due to cover cropping would be maintained most effectively if the practice is maintained year 
after year. 

Overall assessment:  
While significant uncertainty surrounds the magnitude of soil carbon increases obtained through cover 
cropping, the overall average effect appears positive at the whole soil-profile scale; risks of increased 
GHG emissions, non-additionality, and leakage are real but moderate relative to other soil-based carbon 
removal practices. The simplicity of this practice—increased carbon fixation, yielding more soil carbon in 
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situ—is attractive; hence we will consider cover cropping as the example case in our expanded analysis 
in the Results section below.  

Converting annual cropland to perennial grass cover 
Converting annual crops to perennial cover can yield significant increases in soil carbon due to an 
increase in year-round productivity, as well as an increase in root carbon and a decrease in disturbance 
from tillage (90). In this section we focus specifically on conversion of annual cropland to grassland or 
perennial grass bioenergy crops since conversion to forest is dealt with in a separate chapter.  

Criteria 1-2: Evidence for carbon increase 
Meta-analyses suggests that converting farmland to grassland can yield 0.87 tC/ha/y (global short-term 
average) or 0.75 tC/ha/y (temperate latitude short-term average) relative to land maintained under 
cultivation (91, 92). In the United States, the USDA Conservation Reserve Program (CRP) covers 
payments to farmers for retiring marginal farmland and allowing it to return to perennial grass cover, 
primarily as an erosion control measure. CRP land yields short-term average relative soil organic carbon-

 

Figure 3-3. Adoption rates for select practices. Maps show data for (a) cover cropping, (b) Conservation Reserve 
Program (CRP) grass plantings, and (c) no-till and (d) reduced-till farming. Colors show adoption as a fraction of total 
cultivated area from the USDA 2017 Census of Agriculture, with green representing 0%, yellow 50%, and red 100% 
adoption. 
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stock increases of 0.13 tC/ha/y in the Southern Great Plains (evaluated at 0–30 cm) (93). Perennial 
grasses invest more in root biomass than annual crops, yielding detectable changes in soil carbon well 
below the upper 30 cm of soil in perennial bioenergy systems (94, 95). On the other hand, national-scale 
analyses of soil carbon-stock inventories suggest that deep carbon stocks are lower under CRP, 
offsetting gains at the surface (96)—although, whether this effect is due to land conversion or reflects 
underlying variation in soil properties that lead to land conversion is unclear. Average carbon-stock 
changes after conversion to perennials reported in meta-analyses are relative to paired controls and 
hence combine avoided and negative emissions. Net increases in soil carbon over time after conversion 
of cropland to prairie grasses have been documented at individual field sites (e.g., (97)). 

Criterion 3: Greenhouse gases (GHGs) 
Lower nitrogen fertilizer inputs in perennial grassland versus conventional cropland has the potential to 
reduce nitrous oxide emissions (98). If fertilizer is applied to perennial grasslands, resulting nitrous oxide 
emissions may cancel carbon storage benefits (99). 

Criterion 4: External inputs and leakage 
Replacing annual crops with perennial cover has potential to generate indirect emissions by driving land-
use change elsewhere. In particular, conversion of arable land to bioenergy crops is responsible for net 
emissions related to indirect land-use change, which are very challenging to estimate (100). Focusing 
efforts on low productivity cropland (“marginal land”) may mitigate this risk to an extent (101); 
furthermore, a significant fraction of U.S. cropland is already used to grow annual bioenergy crops, and 
replacing these crops with perennial bioenergy crops would minimize disruption to the biofuel market 
and might generate relatively less “leakage” (102).  

Criterion 5: Additionality 
The CRP applies widely across U.S. croplands, but a significant CRP area has been converted to annual 
agriculture in the last several decades to meet demand for bioenergy products (102), and perennial 
cellulosic bioenergy crops are not yet widespread. These facts suggest room for growth of both 
conserved land (CRP) and perennial bioenergy, implying that these practices will be at least moderately 
additional. Currently, CRP grasslands are only regionally significant as a fraction of total cultivated land, 
being most common in regions of the South-Central United States that were affected by the Dust Bowl 
in the 1930s (Figure 3-3b). 

Criterion 6: Relative persistence 
Perennial plants introduce carbon at depth via extensive roots, and carbon in deeper soil horizons (>30 
cm) exchanges with the atmosphere slowly (103, 104), which raises the possibility that soil carbon 
derived from perennial vegetation might be more persistent than carbon derived from shallow-rooted 
annual plants. On the other hand, while deep carbon cycles slowly on average, a component of deep soil 
carbon exchanges rapidly with the atmosphere (105), and roots can stimulate decomposition (106). The 
possibility that perennials yield persistent carbon is intriguing but requires more research.  
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Overall assessment: 
Conversion to perennials—as with cover cropping—yields increased carbon inputs to soil in situ and 
appears to have a robust effect. However, leakage risks are significant and probably require active 
management of the agricultural economy through government initiatives that fully account for the costs 
and benefits of indirect land-use change.  

Tillage reduction 
Reducing or eliminating tillage is an effective erosion-
control measure (107). Reducing tillage allows intact 
clumps of soil (“aggregates”) to form. Aggregates are 
thought to have a role in carbon storage by 
protecting particulate organic matter from microbial 
attack, which raises the possibility that tillage 
reduction might increase soil carbon stocks. 

Criteria 1-2: Evidence for carbon increase 
No fewer than 11 data syntheses have addressed the 
relationship between tillage and soil carbon storage 
within the past 5 years (67, 108–117). Some studies 
have concluded that tillage has no statistically 
detectable effect on overall soil carbon storage (108, 
109, 111, 113), while others have identified positive 
effects (110, 116, 117) or have indicated that tillage 
effects depend on climate and soil type (67, 110, 116). Considered at the whole soil profile scale, tillage 
reduction tends to increase carbon concentrations at the surface and reduce them at depth (Figure 3-4). 
This effect means that carbon storage in response to tillage reduction will be overestimated if it is 
assessed via shallow soil sampling (further details: https://carbonplan.org/research/soil-depth-
sampling). The vast majority of data available on tillage effects document relative increases using paired 
studies that combine avoided emissions and carbon removal, although one recent meta-analysis (116) 
evaluated time-series measurements and found a positive effect of tillage reduction on soil carbon 
stocks over time. 

Criterion 3: Greenhouse gases (GHGs) 
Implementing no-till or reduced-till farming appears to reduce nitrous oxide and methane emissions on 
average, although this response varies considerably (118, 119). Other data syntheses have shown that 
increased nitrous oxide emissions following conversion to no-till largely cancel modest increases in soil 
carbon stocks (80). 

Criterion 4: External inputs and leakage 
One meta-analysis considered the amount of crop residue left behind in no-till experiments and 
concluded that it is a major driver of apparent soil carbon gains (120). Crop residues that are removed 
under conventional tillage may be diverted to other fates (e.g., silage), and carbon in this biomass is not 

Figure 3-4. Tillage effects on soil carbon. Data are 
from six synthesis papers that reported effect sizes 
as a function of depth. 

https://carbonplan.org/research/soil-depth-sampling
https://carbonplan.org/research/soil-depth-sampling
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necessarily immediately emitted as CO2. Consequently, off-farm transfers of carbon should be 
considered when evaluating carbon sequestration from tillage reduction. 

Criterion 5: Additionality 
In the United States, the additionality of tillage reduction is likely relatively low because no-till and 
reduced-till farming have been widely adopted (121). This finding is illustrated in Figure 3-3, which 
shows adoption rates near or above 50% across the major agricultural regions of the Central United 
States (Figure 3 C, D).  

Criterion 6: Relative persistence 
Assuming that tillage reduction increases soil carbon stocks by promoting aggregation, much of the soil 
carbon is likely stored in aggregated-occluded particulates, which might be susceptible to loss if tillage 
resumed. Occasional tillage (i.e., every 5 years) does not have obvious negative impacts on soil carbon 
stocks (122).  

Overall assessment: 
Carbon sequestration benefits of tillage reduction are highly controversial (123). Losses of carbon at 
depth are most common in cool temperate regions, which suggests that efforts to sequester carbon via 
tillage reduction could be targeted at warmer climates (67, 116). We nonetheless concur with the 
authors of one recent meta-analysis (67), who argue that, given the uncertainties, any climate mitigation 
from tillage reduction should be seen as a welcome co-benefit rather than a primary function of this 
suite of practices. 

Organic amendments 
Here we consider traditional organic amendments (e.g., manure, bio-solids, crop residues, compost), 
excluding biochar (see justification at the beginning of the Analysis section). Organic amendments divert 
waste biomass to soil, where it acts as slow-release fertilizer and improves soil structure and nutrient 
holding capacity. Applying organic amendments to soil locally increases soil carbon stocks (124), but the 
overall capacity of amendments to achieve net atmospheric carbon removal is less clear because the 
primary effect of amendments is local redistribution of carbon (64).   

Criteria 1-2: Evidence for carbon increase 
Adding organic matter to soil is highly effective at increasing soil carbon stocks across the whole soil 
profile (78), and soil carbon increases due to amendments can be sustained over many decades (124). 
Criteria 1-2 are thus easily satisfied by organic amendments.  

Criterion 3: Greenhouse gases (GHGs) 
Emissions of nitrous oxide per unit nitrogen are often lower for organic amendments than for synthetic 
fertilizers, which suggests that substituting organic fertilizer for synthetic fertilizer may reduce nitrous 
oxide emissions (125). The type of organic amendment strongly influences nitrous oxide emissions: 
amendments with a low carbon to nitrogen ratio tend to emit more nitrous oxide, and emissions also 
depend on climate and soil texture (125). In addition to nitrous oxide, organic amendments have the 
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potential to produce methane; however, diverting organic waste (e.g., manure) from anaerobic lagoons 
or landfills can have the net effect of reducing methane emissions (126). 

Criterion 4: External inputs and leakage 
The carbon contained in organic amendments must originate from somewhere. Adding externally 
sourced carbon to soil does not necessarily constitute net carbon removal from the atmosphere given 
that biomass added to one place is biomass subtracted from another. Thus, any potential for net 
removal depends on the alternative fates to which the biomass would have been subjected had it not 
been added to soil (127), which greatly complicates assessment of carbon removal associated with 
organic amendments. In theory, modeling the alternative fates of biomass and arriving at a full 
accounting of climate benefits is possible (126); however, in practice net removal of atmospheric carbon 
due to organic amendments is extremely challenging to verify with direct measurements.  

Criterion 5: Additionality 
Organic amendments are applied to farmland where they are available; however, they represent a 
relatively minor fraction of total nitrogen applied in the agriculturally intensified regions of the Central 
United States. For instance, county-level data compiled by the U.S. Geological Survey indicate  that, in 
sparsely cultivated parts of the Western and Eastern United States, the majority of nitrogen originating 
from manure and fertilizer comes from locally generated manure, but in the U.S. corn-belt only a minor 
fraction comes from this source (128) (Figure 3-5). The minor contribution of manure in agriculturally 
intensified regions reflects the imbalance between local manure supply and crop nitrogen demand. To 
the extent that meeting this shortfall requires importing manure, an additional unit of amendment 
applied in one place could entail subtraction from another (see Criterion 4 above). 

Criterion 6: Relative persistence 
Studies from a long term experiment in Sweden 
used carbon isotopes to track amendment carbon 
in soil and suggest that a fraction of amendment 
carbon becomes associated with silt-sized mineral 
aggregates, which may persist at multi-decadal 
timescales (129, 130).  

Overall assessment: 
Organic amendments have major benefits for soil 
health. They can, under the right conditions, 
result in net carbon removal from the atmosphere 
(e.g., by increasing plant growth in unfertilized 
land (131)). However, establishing the net CO2 
removal achieved by a given unit of amendment is 
extremely difficult because it requires an accurate 
accounting of the alternative fate of the 
amendment biomass. Organic amendments 

Figure 3-5. Manure nitrogen in 2017 as a fraction of 
manure plus total synthetic nitrogen applied to farm and 
non-farm land. Data are from (69). 
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should be supported on the basis of soil health and considerable emissions reductions benefits (e.g., 
avoided methane emissions (126)), rather than as a carbon removal strategy.  

Grazing management 
This category encompasses a wide diversity of practices related to livestock grazing. These practices 
optimize pasture size, grazing duration, stocking rates, and resting intervals to maximize plant 
productivity. Increasing productivity—particularly carbon allocation to roots—has the potential to 
increase soil carbon stocks. Generalizing about the effects of grazing management on soil carbon 
storage is difficult due to the wide range of management variables involved. 

Criteria 1-2: Evidence for carbon increase 
A recent global meta-analysis indicates that overall grazing intensity has significant effects on soil carbon 
stocks to at least a depth of 30 cm (132), although this study did not rigorously account for density 
changes, leaving the overall effect on soil carbon unclear. A multi-farm study conducted across the 
Southeastern United States found significantly higher soil carbon stocks under adaptive multi-paddock 
grazing (short-duration rotational grazing at high stocking densities) relative to conventional grazing. 
This study examined the whole soil profile using a relatively rigorous sampling design (133). Across the 
U.S. Great Plains, the relative effect of grazing management on soil carbon may be higher in lower 
rainfall environments, but the absolute effect is modest (134). The studies referred to above are based 
on paired comparisons, and thus cannot be used to evaluate net carbon increase over time. In addition, 
the definition of “business as usual” grazing intensity in the context of grazing management will likely 
have a strong influence on projected soil carbon gains. 

Criterion 3: Greenhouse gases (GHGs) 
Ruminant livestock are a significant source of methane (via enteric fermentation and downstream 
manure) (135) and also drive soil nitrous oxide emissions through soil compaction and by concentrating 
and depositing mineral nitrogen in urine (136). Given that livestock mediate large fluxes of high-intensity 
GHGs, accounting for these gases is especially critical for identifying carbon sequestration in the context 
of grazing management. To the extent that improved grazing management techniques can reduce GHG 
emissions, these practices will benefit the climate system. 

Criterion 4: External inputs and leakage 
With intensively managed pasture, livestock diets are often supplemented with imported biomass; on-
pasture increases in carbon storage can be strongly sensitive to this external input (137). 

Criterion 5: Additionality 
The varied nature of grazing management makes evaluating additionality difficult. Practices must be 
tailored to specific climate conditions; hence, identifying present adoption rates of improved grazing 
management practices is challenging. 

Criterion 6: Relative persistence 
A multi-farm study conducted across the Southeastern United States found that adaptive multi-paddock 
grazing increases association between carbon and soil minerals, which suggests a relatively high degree 



 

 62 

of persistence (133). However, relative carbon persistence cannot be directly estimated from this 
physical association. 

Overall assessment: 
Improved grazing management shows potential for increasing soil carbon stocks, but the overall net 
effect on the climate system is less clear due to the role of off-farm biomass transfers and emissions of 
methane and nitrous oxide. The climate benefits of various grazing management practices warrant 
further research, particularly in the domain of life cycle analysis. Importantly, avoiding conversion of 
rangelands to cropland has the potential to preserve soil carbon (91, 134). Consequently, the biggest 
opportunities for managing soil carbon in rangelands may me more related to land use change than to 
the implementation of specific grazing practices in existing rangelands. 

Estimating capacity and costs 
In sections 3 and 4.1, we developed criteria for evaluating the potential of soil-management practices to 
achieve carbon removal and then applied the criteria to five practices. This qualitative assessment 
revealed one practice that appears to have less uncertain climate benefits than the others: cover 
cropping. In this section, we evaluate the total climate mitigation potential (avoided emissions + 
removal) associated with cover cropping across the United States. 

We estimated the climate mitigation potential of cover cropping using the COMET planner tool (10), 
which reports county-level data derived from the COMET biogeochemical model. Importantly, the 
COMET planner does not report accrual of carbon over time, only the difference between improved 
and baseline management scenarios; hence, it combines avoided emissions and carbon removal 
(Figure 3-1). In addition, COMET planner results represent 10-year average rates, which should not be 
extrapolated beyond this time window (Figure 3-2). 

We used the COMET planner to obtain climate mitigation potential for Conservation Practice Standard 
340 (cover cropping). We subtracted emissions reductions from nitrous oxide, methane, and fossil CO2 
emissions. Consequently, our estimates include carbon removal and avoided emissions associated with 
soil carbon-stock changes and are penalized for any increase in nitrous oxide, methane, or fossil CO2 
emissions without including reductions in emissions of these gasses.  

To calculate the total climate mitigation potential in each county, we multiplied county-level COMET 
planner estimates (tCO2e/ha/y) by the land area in each county that was cropped with two major 
commodity crops: corn and soy. We limited our analysis to land cultivated with corn or soy because they 
are summer crops; hence they are more obviously compatible with rotation of winter cover crops than 
other major commodity crops (e.g., dryland or winter wheat). We used the COMET implementation for 
non-legume cover cropping, given the uncertainties related to nitrous oxide emissions from legume 
cover crops. We derived available agricultural land area cropped with corn and soy from the USDA 
National Agricultural Statistics Service 2017 Census of Agriculture, subtracting out agricultural land that 
was reported as cover cropped in 2017.  
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Counties where cover cropping rates in 2017 exceeded 5% were excluded under the assumption that 
additionality is low once the practice exceeds this threshold (Figure 3-6). Notably, 5% is a relatively 
stringent threshold compared to the threshold used by existing soil carbon offset protocols, which set 
more relaxed thresholds for testing additionality (10–50%) (72). We applied a more stringent threshold 
than these protocols because our primary goal was to identify the geographic regions where 
additionality might be highest. Stringent accounting protocols might conceivably quantify additionality 
at a higher spatial resolution, rendering acreage in the counties that we excluded available.  

We propagated uncertainty by developing two scenarios representing either a high biophysical 
potential, low-cost case (scenario 1) or a low biophysical potential, high-cost case (scenario 2). 
Uncertainty in the climate mitigation potential of cover cropping was fixed at +/-20% of the COMET 
planner estimates. We derived this relative uncertainty range from a recent meta-analysis (77) by 
dividing the 95% confidence interval for the global mean effect of cover cropping by the mean. We used 
this data-driven uncertainty estimate rather than the standard error estimates reported in the COMET 
planner because it reflects observed uncertainty in field trials, whereas the COMET planner uncertainty 
only reflects variation in the input parameters used to run the model.  

We obtained implementation costs for cover cropping using estimates from a study in Kansas (84), 
averaging upper and lower cost estimates across cover crop types (Table 3-1). While these data come 
from a single geographic locale, they are roughly consistent with estimates from a similar study in Iowa, 

Figure 3-6. Counties where the rate of cover cropping exceeds 5%. These counties were excluded from our capacity 
estimates because they exceeded the 5% additionality threshold. 
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assuming that 100% of the cover crop biomass is returned to the soil and federal cost sharing incentives 
are not applied (88). We developed a range of monitoring cost estimates based on published case 
studies. Our lower cost estimate (scenario 1) was $32/ha and is based on mid-infrared proximal sensing 
(61, 138), and our upper cost estimate (scenario 2) was $118/ha, based on composited samples 
analyzed using standard methods (139). 

We modeled the time-integrated cost of implementing and monitoring soil carbon credits by assuming 
that carbon accrual is counted during an initial 10-year crediting period (in this case set by the 10-year 
boundary of the COMET planner simulations). During this period, monitoring occurs at 0, 5, and 10 
years, and implementation costs are incurred annually. After this period, we assumed that soil carbon 
stocks reach equilibrium, crediting ceases, and payments for implementation cease. This hypothetical 
timeline assumes that cover crops eventually pay for themselves: farmers plant cover crops at a lower 
expense over time as they gain experience (e.g., (88)), and increased soil fertility and reduced fertilizer 
requirements from cover cropping accrue over time (e.g., (140)). 

In each cost scenario, monitoring continues on a five-year basis for an addition 90 years to track 100-
year permanence. During this 90-year period, reversion to conventional management may occur, 
voiding the credits and initiating another 10-year crediting period to replace them (a “pay-as-you-go” 
risk-management approach (141)). Our assumption that credits are immediately void following a 
management reversal is conservative, given that soil carbon stocks would not immediately revert to 
previous baseline conditions. We simulated reversal risk stochastically (inspired by (142)), assuming a 
1% risk of reversion in the low-cost case (scenario 1) and a 5% risk in the high-cost case (scenario 2) (n = 
10,000 simulations per scenario).  

We chose risk parameters arbitrarily since we could not find information about the risks of management 
reversal. Alternative frameworks exist for addressing risk: in practice, soil carbon crediting protocols 
require buffer pools to ensure against reversal, although the size of the buffer pool is not well justified 
across protocols (72). The risk estimates we chose for the low-cost and high-cost scenarios increase 
costs by 4% and 18% relative to zero-risk versions of the scenarios, indicating that these are the buffer 
pool sizes corresponding to each scenario. More research is required to identify the risks associated 
with reversal of soil-based climate mitigation strategies and to develop accounting methods that 
directly account for reversal risk. 

In both the low-cost and high-cost scenarios, we time-discounted costs at a high rate (9%) representing 
returns on private capital. We also developed a third scenario using a lower social discount rate (1%) 
and a fourth scenario that was not time discounted, acknowledging that the choice of discount rate in 
the context of climate change is ethically fraught due to intergenerational transfer of costs (143). Other 
parameters were set to intermediate values in the third and fourth scenarios. 
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Table 3-1. Parameters used to develop cost estimates. 

Scenario Biophysical 
effect modifier 

Implementation 
cost ($/ha) 

Monitoring 
cost ($/ha) 

Risk of 
reversal 

Discount  
rate 

1 Low cost +20% $128 $32 1% 9% 

2 High cost -20% $218 $118 5% 9% 

3 Low discount 0% $173 $75 3% 1% 

4 No discount 0% $173 $75 3% 0% 

RESULTS 
Capacity and costs 
The capacity of cover cropping to achieve climate mitigation (emissions reductions + removal) depends 
on two factors: 1) the amount of soil carbon that can be accrued relative to baseline management on a 
per-area basis and 2) the available agricultural land area. The importance of the second factor is evident 

 

Figure 3-7. Geographic distribution of emissions reduction + removal potential from cover cropping. The marker size 
indicates capacity in each county in millions of tons per year (MtCO2e y-1), while marker color indicates the per-area 
rate derived from COMET (tCO2e ha-1 yr-1). Counties where more than 5% of agricultural land is already cover cropped 
are excluded.  
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in Figure 3-7, which shows that most capacity is in the heavily farmed Midwestern United States. 
Capacity is limited in colder and drier climates, where cover crop productivity is limited by lack of water 
or shorter growing seasons. This is supported by a meta-analysis that analyzed the response of soil 
carbon across multiple cover cropping experiments: generally soil carbon gains are greatest in warmer 
and wetter climates (144). Together with limited farm area, these climatic factors limit capacity in the 
Western and Northern United States. A third factor is the additionality constraint that we applied: a 
substantial number of counties in the Eastern United States were excluded because cover cropping rates 
were >5% in these locations (Figure 3-6). In principle, a fraction of this excluded area would be available 
if additionality could be constrained at a higher spatial resolution. 

Without making any assumptions about implementation or monitoring costs, it is possible to consider 
the relative costs of climate mitigation achievable by cover cropping based on estimates derived from 
the COMET planner. Intuitively, many costs of managing soil carbon scale linearly with the land area 
managed; consequently, the cost in $/tCO2e is likely lowest where the climate mitigation potential in 
tCO2e/ha/y is highest. The opportunities with the highest per-area potential (and hence the lowest 
costs) lie in the lower Midwest and the lower Mississippi Valley (Figure 3-7). This result reflects the 
biophysical assumptions embedded in the COMET model: longer growing seasons in the humid Southern 
United States favor higher biomass accumulation and hence higher carbon inputs. Notably, the relatively 
warm climate in this region increases potential leakage risks (see Analysis section). There is likely an 
inherent tradeoff between the productivity of cover crops and leakage risk: where cover crops are 
highly productive, the risk of displacing significant cash crop production is likely higher. 

We derived cost estimates for the climate mitigation achievable by cover cropping across a range of 
hypothetical scenarios (Table 3-1). In Figure 3-8, we show the estimated cost in each county under each 
scenario versus the cumulative capacity, with counties ranked in increasing order of cost. The cost 
scenarios vary widely depending on the assumptions we applied, but all show a plateau in the initial 
section of the cost curve that corresponds to the least expensive capacity. This least expensive capacity 
is approximately 6 MtCO2e/y for 10 years (Fig. 3-8). Critically, this figure represents a theoretical 
maximum; technical, economic, and social factors that are not reflected in our analysis will almost 
certainly limit the land area enrolled in soil-based climate mitigation efforts.   

The cost of the least expensive capacity is approximately $30/tCO2e under low-cost assumptions and 
$100/tCO2e under high-cost assumptions, in both cases assuming the costs are time discounted at the 
relatively high rate of 9%. If lower discount rates are applied, all costs well exceed $100/tCO2e. This 
finding reflects the fact that carbon storage in ecosystems yields relatively short-term climate benefits 
coupled with long-term maintenance and risk-mitigation costs; hence present value costs of soil carbon 
storage are highly sensitive to reversal risk and discount rates.  
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These projections rest on a specific set of cost assumptions, but in reality costs depend on many 
additional factors, including 1) the response of individual landowners to incentives, which depends on 
perceptions of risk, land tenure, and cultural factors, as well as techno-economic factors; 2) the type and 
duration of the financing scheme used to implement, monitor, and maintain soil carbon; and 3) the role 
of state and federal agricultural cost-sharing programs (e.g., EQIP). Cost sharing programs are 
particularly influential, given that current cost share payments can substantially offset implementation 
costs (88). Current cost-sharing schemes are not payments for carbon storage and, hence, may be an 
attractive option for offsetting costs without danger of double-counting carbon benefits. On the other 
hand, the existence of substantial federal cost-sharing incentives has significant potential to render 
practices non-additional.  

Technical risks and challenges 
One major conclusion of this analysis is that soil-based carbon removal strategies are relatively high risk. 
Risk originates from several sources. One source of risk is reversal and impermanence, which has been 
discussed above (Introduction, Criterion 6). A second source of risk is systematic carbon accounting 
errors. Specifically, soil-management practices produce highly variable outcomes (77, 90), and a large 
fraction of this variation cannot be explained by geographic factors or predicted with current 
biogeochemical models. This uncertainty means that valuing carbon removal from soil-based strategies 
will depend on local measurements and locally implemented biogeochemical models. Measurement 
artifacts and model under-calibration can potentially cause systematic errors in these estimates. 

Measurement 
The gold standard for estimating soil carbon stock changes is on-the-ground measurements, which 
involve collecting soil samples from the field and quantifying soil bulk density and organic carbon (ideally 
via combustion analysis). However, even on-the-ground soil carbon measurement strategies have the 
potential to generate systematic errors. One primary example is the dependence of carbon 

Figure 3-8. Cumulative reduction + removal 
capacity for cover cropping versus 
estimated cost. Lines show the cumulative 
capacity derived by summing the capacity in 
each county, with counties ranked in 
increasing order by cost. Scenario 1 assumes 
higher per-area capacity, lower 
implementation costs, and lower risk, while 
Scenario 2 assumes the opposite (Table 1). 
Scenarios 3 and 4 assume 1% and 0% 
discount rates, respectively. 
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sequestration under no-till agriculture on sampling depth and reporting conventions (See Slessarev et al. 
2021 at CarbonPlan: https://carbonplan.org/research/soil-depth-sampling). Shallow, fixed depth 
sampling can bias carbon-stock estimates. Best-practice ground-based sampling should include the 
entire soil depth affected by management (extending below the plow layer) and account for changes in 
soil density. Systematic landscape-level stratification is also crucial to ensure that samples are 
representative of the geographic area being characterized (61).  

Similar issues affect remote sensing–based monitoring of soil carbon but to a greater degree. Remote 
sensing can estimate bare-soil carbon concentrations with low to moderate accuracy (145) but only at 
the soil surface and without accounting for changes in soil density or soil rock fraction. Changes in the 
vertical distribution of carbon, soil density, and soil rock fraction all significantly affect carbon-stock 
estimates, resulting in high potential for remote sensing–based monitoring to produce systematically 
biased estimates. These technologies may however have a role in informing ground-based estimates—
for instance, in defining stratified field sampling strategies or verifying compliance with the target 
management regime. 

Biogeochemical models 
Models provide a second avenue for systematic errors in soil carbon-stock change estimates. The soil 
biogeochemical models used for simulating carbon stocks in agricultural systems are based on 
theoretical assumptions that are essentially unchanged since the 1980s, which assume a linear system 
of operationally defined carbon pools that cycle at rates modified by climate and soil texture. 
Conventional, linear model structures are unsupported by the last several decades of empirical 
biogeochemical research (146, 147). This issue has serious implications for forecasting carbon-stock 
changes. For instance, conventional models predict that carbon stocks increase linearly with the rate of 
carbon input, whereas in reality carbon stocks increase at a diminishing rate as the input rate increases 
(148). Conventional models also systematically underestimate the age of soil organic matter (149). This 
finding implies that, while average soil carbon residence times are long, the fraction of new carbon that 
can attain a long residence time is lower than conventional models suggest (149). In addition, 
conventional models—specifically the model employed in this analysis—have very low predictive power 
with respect to nitrous oxide emissions (150).  

More sophisticated nonlinear models are still largely experimental and produce highly divergent outputs 
(151); hence, conventional biogeochemical models may be preferable given that they have been more 
widely validated. However, these models should generally be considered provisional, approximate tools 
(including the COMET outputs used here), and validation data remain insufficient to allow confidence in 
fine-scale predictions (61). Soil carbon credits should not be valued based on model outputs alone.   

Life cycle analysis 
Other risks lie in improper accounting at a systems level. For instance, the fact that organic amendment 
transfers to soil do not yield equivalent carbon removal is not widely appreciated and can yield gross 
overestimates of their climate mitigation potential. Organic amendments are commonplace in 
agriculture and can be applied in concert with other practices. This issue raises the possibility that 
carbon in organic amendments might be misattributed as sequestered if amendments are applied in 

https://carbonplan.org/research/soil-depth-sampling
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concert with another practice. Monitoring protocols applied at a farm-level will thus need to account for 
the farm-level organic matter budget, regardless of whether amendments are being directly credited. 
This “systems level” perspective is essential to high-integrity monitoring of soil carbon. 

CONCLUSIONS 
For soil carbon management to achieve carbon removal, a broad range of criteria must be satisfied: 1) 
soil carbon must accrue over time beyond any accrual that would have occurred naturally, 2) soils must 
be evaluated at the full depth affected by management, 3) the carbon storage increase must exceed 
cumulative CO2-equivalent emissions of other GHGs, 4) externally sourced biomass and economic 
leakage must be accounted for, 5) practices must be additional, and 6) carbon gains must be 
maintained. Even if these criteria are all satisfied, carbon stored in soil is biologically cycled and hence 
intrinsically more vulnerable than carbon stored in geologic reservoirs.  

With these caveats in mind, the near-term theoretical maximum capacity for combined emissions 
reductions and (temporary) carbon removal from soils is possibly quite large, with the least expensive 
opportunities equaling 6 million tCO2e per year for a single practice (cover cropping) over a 10-year 
period. The predictions of the COMET planner tool indicate that geographic opportunities are more 
southerly within the United States. Efforts to exploit this potential should prioritize ground-based 
monitoring and should not rely entirely on models or remote-sensing measurements.  

As a concluding message, we emphasize that many soil-management practices that have limited or 
uncertain potential for net carbon removal have significant potential for achieving avoided emissions 
and yield significant benefits to soil fertility, water quality, and sustainability of the broader 
agricultural system. These benefits alone are compelling reasons to support improvements in 
agriculture outside the narrow bounds set by emissions markets. 
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CHAPTER 4. FORESTRY 

SUMMARY 
Forestry is an often-cited intervention for avoiding carbon emissions and/or removing carbon from the 
atmosphere. Aside from the ecological benefits of preserving or restoring forests, forestry offsets 
appear attractive from a price standpoint, as they typically cost less than technological carbon removal 
solutions. Among natural climate solutions, forestry occupies central stage because of its large potential 
scale. Here, we investigate the physical feasibility of removing CO2 from the atmosphere at a multi-
million-ton-per-year scale through forestry, i.e., a scale that is meaningful for corporate first-movers in 
the carbon removal space. We also look at related challenges, such as transactional volume, baseline 
definition, additionality, leakage, and durability. This analysis was based on literature review and 
consultation with sectoral and topic experts.  

KEY FINDINGS 
Managing forests for the purpose of carbon removal can have ecological and landscape co-benefits, 
making the pursuit of projects desirable for reasons beyond carbon. However, despite the large 
theoretical potential to sequester CO2 in U.S. forests, several challenges stand in the way of achieving 
removals at the multi-million-ton-per-year scale through forestry. These challenges include the 
potentially very large number of landowners and transactions involved—a logistical challenge that may 
be mitigated in the future through technology. They also include difficulties in defining project baselines, 
establishing additionality, and quantifying credits appropriately, concerns over induced impacts 
elsewhere (leakage), and a relatively high risk of reversal—accounting challenges that will require 
significant effort from project practitioners, researchers, registries, and governments to overcome. 
Technology and improved project governance and accounting structures may be able to assist with 
some of these challenges but likely not with durability concerns.  

Therefore, despite its apparent attractiveness, the forestry sector must address challenges related to 
definition of baselines, additionality, leakage, and durability (including risk of reversal due to fire) in 
order to be a sound backbone for corporate carbon removals at the needed scale. As such, forest carbon 
credits should be used judiciously, with individualized due diligence at the project level and more 
thorough safeguards and frameworks than are publicly available today.  

As with soil carbon sequestration, the challenges of forest carbon projects do not obviate the need to 
protect and manage forests in order to maintain existing carbon stocks, sinks, ecosystems, and 
landscapes, while potentially achieving other co-benefits. 

INTRODUCTION 
For this chapter, we investigated the feasibility of removing CO2 from the atmosphere at a multi-million-
ton-per-year scale through forestry, arguably the front-runner among natural solutions, due both to its 
potential scale and to its lower cost (152).  
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TYPES OF FORESTRY PROJECTS AND OFFSETS 
We examined the following categories of forestry projects and offsets to determine their potential for 
carbon removal: 

1. Avoided deforestation. This intervention prevents forest clearing or destruction, avoiding a 
baseline whereby an existing carbon sink would be permanently degraded. Avoided 
deforestation typically qualifies as avoided emissions. An avoided deforestation project can also 
maintain a natural sink and hence an ongoing rate of carbon removal within its geographic 
boundaries. However, maintaining this sink does not result in new carbon removal from the 
atmosphere but rather prevents backsliding of existing, ongoing removal. In fact, the existing 
land sink is typically taken into account in global climate assessments and greenhouse gas (GHG) 
balances. Although avoiding deforestation is clearly desirable and essential for controlling 
climate change, quantifying carbon removal, ensuring its durability, attributing the net effect to 
a particular project, and ensuring that no harm is done elsewhere as a result, all involve 
considerable difficulties, which we examine below. 

2. Improved forest management (IFM). In contrast to avoided deforestation projects, which 
prevent the complete loss of forest cover, IFM projects typically involve managed harvesting to 
achieve a deviation from an existing baseline in areas that are likely to remain as managed 
forests. The intervention commonly seeks to extend the life of trees or delay their harvest—thus 
avoiding the sink degradation—and also to increase the sequestered carbon in the area of 
interest by letting trees grow larger. Other approaches to IFM include thinning for overall forest 
health, reduced impact logging, and temporary increases in rotation length. In addition to an 
avoided emissions component (in the same manner as avoided deforestation projects above), 
IFM can also have a carbon removal component because the rate at which existing individual 
trees remove carbon from the atmosphere is increased as they are allowed to grow bigger.  
Subject to certain size and saturation limits, an individual tree will generally absorb more carbon 
from the atmosphere annually as it grows larger. It is important to note that this is true at the 
individual tree level but not the stand level. However, even if the rate of storage decreases in 
stands, they still continue to store carbon for decades. See (153). However, projects vary greatly 
in nature, quality, and duration. Baseline definition and determination of leakage (or lack 
thereof) can be challenging. 

3. Afforestation/reforestation. This intervention, which restores forest or establishes new forest 
lands in areas where they do not currently exist, is typically the easiest to link to carbon 
removals, although indirect leakage effects and displacement need to be considered. 
Quantifying carbon removal, which in this case corresponds to increased sequestration, is 
easiest for this category than for other categories of forestry projects. 

NUMBER OF LANDOWNERS: A LOGISTICAL CHALLENGE INHERENT IN 
FORESTRY CARBON PROJECTS 
Studies point to a large theoretical potential for increasing carbon sequestration in U.S. forests. For 
example., Domke et al. (154) estimate that 187.7 MtCO2/y [±9.1] can be sequestered through tree 
planting in understocked timber lands at ~1 tCO2/acre/y. This is on the low side because understocked 
timber lands are a special case. Fargione et al.(155) estimate a reforestation potential of 307 MtCO2/y 
on ~155M acres (high uncertainty) at ~2 tCO2/acre/y and another 74 MtCO2/y on 40M acres of 
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pastureland. Cameron et al. (152) present a range of approximately 2–7 tCO2/acre/y depending on the 
species and the year (sequestration rates increase as the trees grow). The particular rate is very 
dependent on species, climate soil type, and age. 

It is worth noting that these numbers represent maximum potential and do not account for “leakage” as 
a result of market dynamics, for example when previous land uses are displaced to outside the project 
area. The issue of leakage is discussed further below. 

Even if the total potential numbers for sequestration are large, the amount of CO2 sequestered per acre 
in these estimates is modest, underscoring one of the big challenges with forestry projects: a large 
amount of land area must be recruited.  

(156) 

 

 
 
 

 

Figure 4-1. Forest ownership in the coterminous United States according to the U.S. Forest Service. (156) 
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Table 4-1 – Acreage and Ownership of America’s Family Forests. 

Size of forest 
holdings (acres) Number of acres Number of 

ownerships 
Average number of ownerships 
needed within each holding size 

for 1 MtCO2/y 

1–9 19,158,000 6,221,000 162,360 

10–49 58,585,000 2,832,000 24,170 

50–99 41,562,000 644,000 7747 

100–999 97,667,000 508,000 2601 

1000+ 35,003,000 19,000 271 

Total 251,975,000 10,224,000  

 
Figure 4-1 shows that private landowners hold the larger portion of forests in the coterminous United 
States, and Table 4-1 shows that the number of such owners is very large. As a sample calculation of the 
number of landowners that would be involved to achieve a total sequestration of 1 MtCO2/y (assuming a 
moderately conservative sequestration rate of 2 tCO2/acre/y), we assumed a distribution of forest 
holding size in our sample forestry carbon removal portfolio of 20% with a holding size of 1–9 acres, 30% 
with a holding size of 10–49 acres, 25% with a holding size of 50–99 acres, 20% with a holding size of 
100–999 acres, and 5% with a holding size of over 1000 acres. This calculation yields a total of 42,194 
landowners needed to achieve a total sequestration of 1 MtCO2/y.  

For comparison, sequestration of 1 MtCO2/y would require only 271 landowner participants if projects 
included only the largest class of landowners (i.e., portfolios only included holdings larger than 1000 
acres), assuming equal-sized land holdings between the 19,000 owners with holdings this large. 
Similarly, 162,360 landowner participants would be required if only the smallest holding-size class (1-9 
acres) were included. The last column of Forestry Table 1 shows the number of landowner participants 
required for each holding-size class if it were the only class involved in a 1 MtCO2/y project.  

In summary, any endeavor to sequester CO2 at the million-ton scale using forestry in the United States 
would likely need to involve millions of acres. Unless a very high degree of the nation’s largest 
landowners is achieved, this translates to hundreds to hundreds of thousands of landowners. This low 
density is one of the most fundamental challenges inherent in forestry projects, as the large land area 
required may be hard to recruit and manage, and the number of transactions required with owners of 
that land poses a logistical challenge. Technology may be able to facilitate these transactions in the 
coming years.  
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CHALLENGES INVOLVED IN QUANTIFYING THE TRUE CARBON BENEFIT 
OF FORESTRY PROJECTS 
Forestry projects typically face additional inherent challenges beyond the number of landowners 
involved. The biggest challenges are related to quantifying the true carbon benefit of projects. Among 
these challenges are 1) defining the baseline against which project benefits are measured, 2) 
determining the additionality of the project (or lack thereof), 3) determining whether the project has 
direct or indirect effects or is subject to market or other pressures that diminish its overall benefit 
(leakage), and 4) predicting the durability of the carbon removal. 

A project’s baseline is the reference case and refers to the quantification of carbon stocks in the project 
area before any action is taken, and determination of what would have happened to carbon within the 
project’s geographic boundary in the absence of the offset program (see, e.g., relevant discussion in 
Climate Action Reserve: https://www.climateactionreserve.org/how/protocols/forest/baseline/). For 
example, for an improved forest management project (IFM), the baseline may involve harvesting a set 
percentage of trees of a certain size at a particular frequency. For an avoided deforestation project, the 
baseline may involve clear-cutting the entire area within the project boundary. Additionality is an issue 
that is linked to determining the baseline and refers to whether the action taken as a result of the 
project would have taken place anyway, even in the absence of the project. A project may have an 
accurate baseline, but still be non-additional. For example, claiming that the default fate of a particular 
area would have been commercial harvesting when neighboring land is going out of economic 
production may raise additionality concerns for a proposed IFM project. The same could be said of a 
proposed IFM project in an area that has been protected by a land conservation organization for years—
the default fate is likely not harvesting and the project would not be additional to what would have 
happened in its absence. It is worth noting that the challenges in determining baselines and additionality 
may be scientific (e.g., accurately quantifying existing stocks or existing harvesting rates) and/or 
accounting-related (e.g., whether a particular offset protocol defaults to a particular stock density once 
an arbitrary geographic boundary is crossed or assumes a fixed rate of harvesting without taking into 
account local particulars). 

Leakage refers to emissions that are shifted elsewhere as a result of the project, despite reductions 
within a project’s boundary (157),(158) . In the forestry context, the carbon benefit of a particular 
project may be reduced or negated entirely if an area equivalent to that protected by the project is 
simply felled elsewhere (159), (160), (161), (162), (163). In the case of an avoided deforestation project, 
leakage may come in the form of another area being harvested instead; in an IFM project, leakage may 
occur when the timber that is now not commercially harvested as a result of the project is provided 
instead from land areas that are not within any offset project boundaries and devoid of protections. 

Durability is an often-cited concern with forestry projects. Tree, being living organisms, are subject to 
stressors such as drought, fire, pests, and disease, which can affect their rate of carbon uptake or even 
completely kill them. As such, there is a distinct risk of reversal for many of these projects. This is 
sometimes dealt with through buffer pools that offset registries require, which are credit reserves set 
aside to make the system whole in the event of some project reversals. However, these may be too 
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small to cover the entire set of reversals, particularly in the event of a natural catastrophe like wildfire or 
drought-induced mortality. Climate change is also exacerbating these concerns by giving rise to more 
frequent and more severe conditions that can lead to reversal (see, e.g., discussion in: 
https://climatographer.substack.com/p/do-we-need-to-rethink-nature-based). 

Defining baselines and determining leakage or lack thereof can be notoriously difficult in the context of 
forestry offsets. Thus, the validity of forestry offset projects has been called into question several times. 
Of note, a recent analysis by Carbon Plan concluded systematic over-crediting of forest offset projects 
(164). We believe that a conservative approach toward claiming carbon removal through forestry 
projects by corporate first movers in the carbon removal space merits a close, project-by-project look 
and discussion of several specific parameters with the project host. One possible temporary approach 
for minimizing complexity in baseline and leakage considerations would be to restrict forestry offsets to 
reforestation and afforestation projects on unambiguously degraded land with no competing uses and 
with accurate accounting of natural regeneration; however, land like this can be scarce since land that 
can support healthy forests is likely to have some competing use. 

THE ROLE OF TECHNOLOGY IN FORESTRY OFFSETS 
We also examined technological approaches taken by some forestry project companies, specifically 
those that use remote sensing techniques such as radar, LiDAR, and satellite imagery to quantify forest 
carbon. We conclude that a combination of these techniques can indeed successfully quantify forest 
carbon and that, in fact, some techniques may be excessive (e.g., full-resolution 3-dimensional LiDAR). 
However, this capability alone cannot today overcome the inherent challenges that forestry projects 
face, as outlined previously. It is possible that, within a few years, accurate quantification of forest 
carbon stocks will be mainstream and standardized, and that transactional costs and logistics will be 
reduced to a degree that makes the involvement of very large numbers of landowners in forestry 
projects feasible. However, we expect the challenges related to baselines, additionality, leakage, and 
durability to remain, absent significant systemic reform.  

AVAILABILITY OF U.S. FORESTRY OFFSETS BY TYPE 
We used U.C. Berkeley’s recently published global voluntary offsets database to summarize the forestry 
offsets issued in the United States since 2009. We selected 2009 because it is the year the first, and still 
largest, afforestation/reforestation project (Green Trees, or ACR114) started and also roughly the span 
of a decade until the time of writing. Around 20% of issued credits are held in a buffer account to cover 
the risk of reversal. 

  

https://climatographer.substack.com/p/do-we-need-to-rethink-nature-based
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Table 4-2 – Forestry offsets in the United States since 2009, as of August 2021. 1 credit corresponds to 1 
tCO2e. Source: https://gspp.berkeley.edu/faculty-and-impact/centers/cepp/projects/berkeley-carbon-
trading-project/offsets-database  

Type Credits issued 
Credits not retired 

(e.g., held in a buffer 
pool for reversals) 

Number of projects 
with first credit 

issuance between 
2009–2020 

Afforestation/reforestation 5,178,289 2,925,527 3 

Avoided forest conversion 6,411,312 4,618,880 7 

Improved forest management 176,059,250 118,859,361 146 

 

Although not all avoided forest conversion and IFM credits are genuine removals, this breakdown 
illustrates both the dominance of IFM offsets in the market and the scarcity of afforestation and 
reforestation projects in the United States: only 3 afforestation/reforestation projects have generated 
credits since 2009, and the vast majority of these credits have been generated by 1 of the 3 projects. A 
little over 10 additional afforestation/reforestation projects are registered but have not generated any 
credits. Many more afforestation/reforestation projects are available internationally—the geographic 
scope of this report however is the United States. 

CONCLUSIONS 
In conclusion, the theoretical potential to increase carbon uptake in U.S. forests is significant (100s of 
millions of tCO2/y). However, forestry projects exhibit significant variability, depending on the type of 
carbon benefit (avoided loss of carbon vs. increased sequestration/removal), the accounting framework, 
and the time duration of the benefit. At only a few tCO2 sequestered per acre per year, substantial land 
and transactions are required to amass sequestration levels of 1 MtCO2/y or more—technology may 
facilitate this in the coming years. 

Although measuring forest carbon and changes therein is technologically feasible today, challenges 
surrounding baseline definition, additionality, leakage, and durability of forestry projects are substantial 
and are likely to remain regardless of technological advances, absent substantial systemic reform. Even 
the most stringent methodologies and protocols today have come under significant criticism for over-
crediting the carbon benefit of forestry offset projects, and the bulk of recently issued offsets belong to 
project types for which baselines, additionality, and leakage are harder to establish (e.g., IFM) and for 
which actual removals may represent only a portion of the credits issued. 

Rather than relying on established methodologies and protocols in a blanket fashion, we recommend 
that corporate first movers establish their own overlay of requirements and criteria and that they screen 
projects individually. Given the time-consuming and expensive nature of this approach, corporate 
buyers interested in high-quality forestry removals may wish to also demand systemic reform and 
stronger common protocols. 

https://gspp.berkeley.edu/faculty-and-impact/centers/cepp/projects/berkeley-carbon-trading-project/offsets-database
https://gspp.berkeley.edu/faculty-and-impact/centers/cepp/projects/berkeley-carbon-trading-project/offsets-database
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Currently, the most robust removal opportunities in the forestry sector likely lie in applications that 
unambiguously increase carbon storage and trees on lands that do not have competing uses (e.g., lands 
that are degraded or marginal and are clearly not in agricultural production), but such land may be 
scarce. 
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CHAPTER 5. DIRECT AIR CAPTURE 

SUMMARY 
Direct Air Capture (DAC) is a straightforward method of providing negative emissions that does not 
suffer from questions of additionality or durability. Compared to other technology options, DAC is 
relatively nascent with limited global deployment and, as such, high cost. We evaluated several classes 
of DAC technologies in terms of their energy requirements and cost to produce CO2 suitable for 
sequestration. All pathways have a significant energy requirement many times the thermodynamic 
minimum, likely leading to concurrent buildout of dedicated energy sources, particularly in the long 
term when the total quantity of deployed DAC capacity is large. 

Areas of opportunity in research and development for all classes of DAC technology are available that 
will help to reduce either the cost or the uncertainty in the cost. Broadly, these research areas are 
related to improving the lifetime and CO2 throughput of the materials, increasing the energy efficiency 
of processes, and reducing the cost of the raw chemicals required for consumables. In addition, due to 
the low total capacity of DAC currently deployed, all pathways will benefit from expanded deployment 
and will see cost reductions via learning-by-doing. 

KEY FINDINGS 
We estimate that costs in 2030 will range from approximately $180/tCO2 to $450/tCO2 for a 1 MtCO2/y 
DAC facility. This cost estimate assumes improvements in sorbent lifetime and roughly 8 MtCO2/y 
deployed capacity for each of the individual DAC pathways, indicating that projects will need to begin 
breaking ground as soon as possible, with significant buildout over the next several years compared to 
the currently deployed capacity. At the Mt-scale, DAC facilities operating at current energy efficiencies 
will require a 250-MW dedicated energy source, suggesting that local energy infrastructure is a serious 
consideration for locating DAC facilities. 

INTRODUCTION 
DAC is engineered removal of CO2 from the atmosphere using purpose-built machines (165). Compared 
to many of the nature-based or mineralization processes, DAC is performed with a looping process that 
regenerates the sorbent or solvent used to capture the CO2. This approach produces a high-
concentration stream of CO2 and allows the sorbent or solvent to be reused. When paired with CO2 
sequestration, DAC provides a route to negative emissions. DAC generally does not suffer from 
questions of additionality because the facilities that perform DAC are not already built, and the 
durability of sequestered CO2 is the same as sequestered CO2 from other carbon capture or BiCRS 
facilities. The facilities can be sited, in principle, in many locations, such as near suitable sequestration 
sites, though availability of energy, water, and sorbent materials may influence choice of location. 
Therefore, DAC represents a straightforward method of providing negative emissions. However, being a 
relatively nascent technology with limited global deployment, the cost of DAC remains large. In addition, 
the energy requirement for the regeneration part of the process can be large, which may place 
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constraints on the location and rate of deployment of DAC facilities, particularly since low- or zero-
carbon energy sources are required for maximizing net negative emissions.  

Broadly, DAC systems can be categorized based on whether they use a solid sorbent or a liquid solvent 
to capture CO2. Solid sorbents are typically cycled between adsorption and regeneration in a 
temperature-, vacuum-, moisture-, or electro-swing process, for which the type of process generally 
indicates the mode of regeneration (Figure 5-1). For many processes, adsorption is performed by 
actively contacting a high–surface area sorbent with a large volume of air provided by fans, though 
passive air contactor designs have been proposed. The sorbents must be structured to minimize the 
energy required to pass air across them. As such, solid sorbent processes tend to have smaller units and 
can be made modular, allowing them to be mass manufactured. These modular units can be parallelized 
and assembled to reach the desired total capacity. Though typically operated as a cyclic semi-batch 
process, continuous or semi-continuous solid sorbent processes are currently under development. 

In addition to the mode of regeneration, solid sorbent technologies are also distinguished by the type of 
adsorbent material used. Solid amine-base adsorbents (166–169), such as those used in the Climeworks 
(170) and Global Thermostat (171) processes, are typically regenerated using a temperature- and 
vacuum-swing process. Regeneration for these materials usually occurs between 80 and 120 °C, which 
means the use of waste heat sources is an option, though the heat may also be provided by a 
cogeneration unit. Metal-organic frameworks (MOFs) are another broad class of DAC material that can 
be thermally regenerated (172–174); the Airthena process developed by the Commonwealth Scientific 
and Industrial Research Organisation (CSIRO) uses electrical resistive heating to provide the thermal 
energy for regenerating a MOF coating (175). Calcium and magnesium oxides, in an enhanced 
weathering-like process via passive air contact, can be converted into carbonates, which can be calcined 
at temperatures above 900 °C to release the CO2 (176); the Heirloom Carbon process, which uses an 
electric kiln to provide the high temperature, exemplifies this approach (177). Moisture-swing processes 

 

Figure 5-1. Schematics for solid sorbent–based processes that cycle between adsorption and regeneration. During the 
sorption step, ambient air is brought in contact with the solid sorbent, which removes a portion of the CO2. The processes 
considered here are distinguished by their method of regeneration. For thermally based regeneration, the energy may be 
provided from a waste-heat stream, directly through burning of natural gas, or via electrical resistive heating. For 
electroswing processes, electricity is used to directly affect the oxidation state of the sorbent. 
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use ion-exchange resin-based adsorbents to capture CO2 from the air. The increased humidity releases 
the CO2; drying the adsorbent allows it to resume CO2 capture (178, 179). Carbon Collect (formerly 
Silicon Kingdom Holdings) uses this process (180). Finally, electro-swing processes use electrical current 
to directly manipulate the oxidation state of an adsorbent electrode: in the charged state, the electrode 
binds CO2; in the discharged state, the electrode releases the CO2 (181). Verdox is developing this 
process.(182) 

Liquid solvent–based processes operate in a continuous or semi-continuous manner: one part of the 
process contacts the liquid solvent with air, and the second part of the process pumps the CO2-rich 
solvent to a different compartment for regeneration (Figure 5-2). Carbon Engineering developed the 
prototypical liquid solvent–based thermal regeneration,(183) which uses a potassium hydroxide solution 
to capture CO2. The captured CO2 reacts with calcium hydroxide to form calcium carbonate, which 
precipitates from solution and is calcined at temperatures above 900 °C to release the CO2. 
Stoichiometric oxy-combustion of natural gas typically provides the high temperature necessary for this 
process, necessitating the use of an air separation unit to avoid diluting the product CO2; however, the 
energy could also be provided via an electric kiln, similar to the Heirloom Carbon process. Amino acid–
based solvents also capture CO2 in a process developed by Oak Ridge National Laboratory (ORNL) 
(185,186); the CO2-rich solvent reacts with guanidinium-based compounds to precipitate a carbonate 
and regenerate the amino acid solvent. The guanidinium carbonate salt regeneration can occur at 
temperatures below 120 °C to release the CO2, enabling a lower temperature liquid solvent–based 
process. 

Finally, electrodialysis and other electrochemical-based regeneration processes typically use a pH-swing 
to release CO2 from the capture solvent by manipulating the equilibrium between gas phase CO2, 
dissolved CO2, bicarbonate (HCO3

–), and carbonate (CO3
2–). Generally, these processes use bipolar 

membranes to split water into acid and base, then return the base to the contactor as the capture 
solvent and use the acid to neutralize the CO2-rich solvent, pushing the equilibrium toward gas-phase 
CO2 (186–188). Other configurations use bipolar membranes in combination with anion or cation 
exchange membrane; H2 generated at the cathode can be consumed at the anode, producing the acid 
required for the pH swing (189–191). Generally, these types of regeneration processes require large 
areas of membrane and highly efficient electrocatalysts to reduce the energy penalty associated with 
splitting water. 
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Figure 5-2. Schematics for liquid solvent–based processes that operate continuously. Air is contacted with the lean 
capture solvent, which becomes enriched in CO2. The CO2-rich solvent is then pumped to the regeneration side of the 
process. For the prototypical liquid-solvent process, the CO2 is extracted into a solid slurry, which is then calcined to 
release the CO2. The heat for the calcination process may be provided directly through burning of natural gas or via an 
electric kiln. For electrodialysis processes, an electrodialysis cell is used to generate acid and base; the base returns to the 
air contactor, and the acid is used to control the pH of the CO2-rich solvent and release the CO2 from solution. 

APPROACH AND METHODS 
We evaluated these six broad classes of DAC technologies against their experimentally reported energy 
requirements and derived costs based on literature reports. Compared to the other negative emissions 
technologies considered in this report, which were evaluated for their geographic potential, DAC 
technologies are relatively nascent, have a low number of deployed units and a low total deployed 
capacity, and do not have long operating histories. Additionally, emerging technology classes that are 
not yet at the pilot-plant stage have the potential to be important in some geographic contexts. In the 
future, deployment of suitable DAC technologies should be considered in the context of proximity to 
suitable sequestration sites, the land available, the local climate, the local energy mix or co-building with 
dedicated energy production, and the availability of waste heat. 

We derived the cost of net CO2 removed for all processes assuming a DAC facility that separates CO2 
from the air and produces a gas stream at >99% CO2 that is dried and compressed to 150 bar for 
sequestration at an average rate of 1 MtCO2/y with a 90% capacity factor. We standardized the cost 
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evaluation framework across processes as much as possible to generally follow the methodology 
reported in McQueen et al. (192). We typically assumed the major capital equipment had a 10-year 
lifetime and based the economics on a 12.5% discount rate, resulting in a capital recovery factor of 
18.1%. For liquid solvent processes and for the liquid contactor in the electrodialysis process, due to the 
larger nature of the equipment, we assumed the capital equipment had a 20-year lifetime, resulting in a 
capital recovery factor of 13.8%. These capital recovery factors are similar to those used in other DAC 
cost analyses (193, 194). 

For solid sorbent processes, the lifetime of the sorbent is typically much shorter than the lifetime of the 
DAC facility, and the sorbent will degrade with use (195). Therefore, we included the rate of sorbent 
degradation in determining the required amount of sorbent for the facility and included the annualized 
replacement cost for the sorbent as part of the capital cost. The sorbent was assumed to be replaced 
when the capacity fell to 70% of the initial capacity, the timing for which depends on the degradation 
rate constant and the length of the adsorption and regeneration cycle. In this report, we assumed the 
sorbent is cycled for approximately 8 months before it is replaced. The cost associated with replacing 
the sorbent more frequently to maintain a high cyclic capacity vs. operating the sorbent for longer times 
with fading capacity was not optimized here and is a subject for further consideration. 

Finally, we added in operating expenses for thermal ($2.90/GJ for steam, $3.50/GJ for natural gas) or 
electrical energy ($35/MWh, $9.72/GJ for electricity via a physical power purchase agreement) and 
labor and maintenance to determine the total cost. Carbon emissions associated with energy production 
were subtracted from the 1 MtCO2/y to derive the quantity of net CO2 removed for each process, which 
was used to normalize costs. Thermal energy for the solid sorbent process was assumed to be provided 
by natural gas, with an emissions factor of 62.5 kg CO2/GJ, and electrical energy was provided by a 
combination of solar and wind, with an emissions factor of 5 kg CO2/GJ (194). Where possible, we 
compared our costs against costs others had reported in the literature for similar processes. 

RESULTS 
Figure 5-3 shows the estimated energy requirements for the various classes of DAC technologies. The 
minimum thermodynamic work required to concentrate CO2 from 400 ppm to >99% at the same 
temperature and pressure is approximately 0.5 GJ/tCO2. Actual DAC processes operate far from this 
limit, with actual energy requirements roughly 10 to 20 times the thermodynamic minimum, though 
much more inefficient process configurations could be envisioned. Though not considered in this report, 
long-term cost forecasting with significant buildout of DAC facilities must consider the energy 
infrastructure available and how energy costs may change due to increased demand from DAC. At the 
Gt-scale, the energy demand is significant. 
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Figure 5-3. Current state of required energy input to operate DAC processes and produce compressed CO2 suitable for 
sequestration. Thermal input is typically provided via natural gas combustion but could, in principle, be provided by other 
sources (e.g., waste heat). For the solid sorbent (electrical) and liquid solvent (electrical) processes, electrical resistive 
heating is used to provide the thermal energy. For the electroswing sorbent and electrodialysis processes, electricity is 
used non-thermally to regenerate the material. The dashed horizontal line shows the approximate minimum energy 
required to concentrate CO2 from the air and deliver it as a compressed gas at 150 bar. 

Many regeneration processes require heating the sorbent or solvent; in most cases, combustion of 
natural gas and production of steam can provide the thermal energy directly but, in principle, other 
sources could provide the energy (e.g., waste heat from a geothermal or nuclear power plant). In 
principle, electrical energy could also provide the thermal energy through resistive heating, albeit at 
roughly three times the cost for electricity via a physical power purchase agreement to roughly ten 
times the cost for commercial low-carbon electricity. For solid sorbents (e.g., amines, MOFs), resistive 
heating materials have been proposed to provide the relatively low temperatures (around 70–120 °C) 
required. For processes that require a mineral carbonation step (e.g., calcium/magnesium looping 
processes, with or without hydroxide solvent), large-scale calciners that can provide high temperature 
heat (>900 °C) are in development to replace natural gas–fired calciners. 

Variants of these processes can have lower energy requirements but often at the expense of higher 
capital cost. For example, the electrodialysis process has a tradeoff between operating current/voltage 
and electrode/membrane area—resistive energy losses in the system decrease at lower current, but the 
material requirements increase, leading to a higher capital cost. For the particular electrodialysis process 
shown in DAC Figure 3, the material cost is high; thus, the overall cost of the process is reduced by 
minimizing the equipment size but operating with low energy efficiency/high electrical current. We 
explore this tradeoff more below. 

The energy requirement forms the major component of the operating cost for each process, which, 
when combined with the annualized capital cost, provides an estimate of the total cost for a DAC 
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process. Figure 5-4 shows these estimates for the current cost for DAC processes, breaking the costs into 
rough capital/operating categories. Sorption includes equipment and operating expenses related to the 
ad/absorption process (e.g., fans to move air, sorbent, and solvent contactors); regeneration includes 
equipment and operating expenses related to releasing the CO2 (e.g., calciners, steam, and 
electrodialysis units); and other includes labor, maintenance, and compression equipment, the latter of 
which is relatively constant across processes. 

 

 

Figure 5-4. Estimated current cost of net CO2 removed for DAC processes at the 1-MtCO2/y facility scale.  

Generally, the costs calculated agree with the costs reported in the literature. McQueen et al. recently 
considered solid sorbent processes for pairing with low-carbon thermal energy (192). For a 100 ktCO2/y 
facility, they estimated a cost of $223/tCO2. In both cost models, the sorption capital—predominantly 
the replacement cost for the solid sorbent—dominates the cost. Azarabadi and Lackner identified that 
sorbents must typically last for tens of thousands-to-hundreds of thousands of adsorption/desorption 
cycles for an economically viable DAC process (195). Our analysis generally found this lifetime 
requirement to be true as well; Figure 5-5 shows the dependence of the solid sorbent process on the 
sorbent lifetime, which is a function of the degradation rate, the number of cycles, and the fractional 
CO2 capacity at which the sorbent is replaced. For an adsorbent cost of $50/kg, reasonable DAC costs 
are only achieved as the lifetime approaches one year. This adsorbent cost is representative of the 
current cost of some amine-based and MOF adsorbents. 
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Figure 5-5. The cost of solid sorbent DAC processes is highly dependent on the lifetime and cost of the sorbent. The 
replacement cost of the solid sorbent is indicated to the right of the lines. 

Regeneration of solid sorbent processes can also be performed using low-temperature electrical 
resistive heating; Sadiq et al. considered this kind of process for a MOF sorbent (175). In this case, 
electrical resistive heating is a more expensive heating method than steam but can provide a low-carbon 
pathway for regeneration and can allow use of adsorbents that degrade rapidly in steam. 

Figure 5-5 also shows the dependence of DAC cost on the cost of the adsorbent. Assuming similar CO2 
throughput, very inexpensive sorbents ($10/kg) can afford to have a shorter material lifetime than more 
expensive sorbents. Alternatively, reductions in adsorbent cost due to increasing the scale of 
production, without sacrificing the quality of the material, can have significant impacts on the cost of 
DAC processes. The lower bounds here of $10/kg is a feasible cost target for both amine-based and MOF 
sorbents (196). 

These sensitivity analyses suggest potential areas for research into reducing the cost of solid sorbent–
based DAC processes: development of materials, processes, and/or process conditions that allow longer 
operation of the adsorbent or development of manufacturing methods that reduce the production cost 
of solid sorbents.  

The electroswing process suffers from expensive raw materials to fabricate the electrodes, resulting in a 
high capital cost. In particular, the poly(anthraquinone) component of the electrode that binds the CO2 
has a current bulk price of $5000/kg. As with solid sorbents, the cost of production for the raw materials 
and the electrodes is expected to decrease due to economics of scale as the demand for the materials 
increases. Costs for the raw chemicals would need to decrease by one to two orders-of-magnitude for 
the electroswing process to be economically competitive with solid-sorbent or liquid-solvent processes. 
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Alternatively, other chemistries may be able to bind and release CO2 with a similar electrical 
charging/discharging cycle and may be an area for future research. 

As described by Keith et al. (183), a significant fraction of the cost of the thermal hydroxide solvent 
process is attributable to capital cost. The major pieces of equipment include the liquid-air contactor 
and the pellet reactor, which form the bulk of the sorption capital cost. This process includes an air 
separation unit to provide oxygen for firing the calciner and a power generation island to provide 
electricity to the rest of the process. For the electrical version of the liquid-solvent process, an electric 
kiln can replace the air-separation unit and power island to perform calcination. We derived the cost for 
the electric kiln from the National Academies report (194), but this cost is not well-established, as an 
electric kiln of this scale is not yet developed. Efficient large-scale electric kilns are a potential area for 
research and development, currently being undertaken by Calix (197). 

Though electrodialysis DAC processes can have many variants on their exact membrane configuration, 
they all generally suffer from both high capital cost and high operating cost. The capital cost primarily 
comprises the membranes and electrolyzer stack hardware for electrodialysis and the liquid air 
contactor, which was modeled by Sabatino et al. based on the contactor in Keith et al., with some 
modifications due to the different optimal concentration of solvent required for the pH-swing process 
(187). In particular, the membrane cost for electrodialysis can be quite high; this process uses bipolar 
membranes, which are quite expensive at approximately $700/m2, in addition to being energy 
inefficient for the water-splitting reaction to produce the acid and base. 

As noted previously and shown in Figure 5-6, there is a tradeoff between the operating current/voltage 
and the electrode/membrane area. At current electricity and membrane prices, operating with high 
electrical current density is more cost effective, allowing use of smaller equipment and membranes and 
thus reducing capital cost. However, high current density increases the energy losses due to electrical 
resistance and reaction overpotentials, making the process inefficient with energy usage. As membrane 
cost decreases, the equipment can be built larger to reduce current density and improve energy 
efficiency. At a membrane cost reduction of 90% of current costs, which corresponds to the ARPA-E 
target of $20/m2 for anion-exchange membranes (198), building out larger electrodialysis units and 
operating with lower current density is more cost effective. The effect of electricity cost increases is 
similar: more expensive electricity, which may occur in a scenario that includes a large buildout of DAC 
facilities, motivates use of a more energy-efficient process, though in reality a less electricity-intensive 
DAC process than electrodialysis may be selected. 

Future research aimed at developing inexpensive, highly conductive, and selective ion-exchange 
membranes will improve both the capital and operating cost of electrodialysis processes. Additionally, 
research aimed at developing energy-efficient, noble-metal-free water-splitting catalysts will reduce the 
energy requirement. These research areas will likely be synergistic with existing efforts to develop 
membranes and catalysts for electrolyzers, fuel cells, and desalination. 
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Figure 5-6. The cost of electrodialysis processes is dependent on the choice of operating conditions, the cost of the ion-
exchange membranes (left), and the cost of electricity (right). The costs are shown for electrodialysis processes operating 
at 1500 A/m2 (smaller equipment) and 400 A/m2 (more energy efficient, larger equipment). 

Figure 5-7 shows estimates of the cost of DAC processes in 2030. We applied several assumptions to 
estimate the cost reductions. For the solid sorbent processes with adsorbents that degrade, we expect 
the material lifetimes to improve by about 50%, which helps reduce the sorption capital cost. The unit 
cost of the sorbent was not reduced. 

We also assumed reduced costs for the major pieces of capital equipment as a function of deployment 
of more DAC capacity and learning by doing (199, 200). We used two learning factors depending on the 
type of capital equipment. For small, modular equipment, such as that used in solid sorbent and 
electroswing processes, we applied a faster average learning rate of 15%, due to the ability to quickly 
learn through mass manufacturing of standardized smaller units. We also applied this learning rate to 
the cost of electrodes in electroswing processes and to the cost of bipolar membranes in electrodialysis 
processes. For larger pieces of capital equipment, such as the unique solvent contactors used in the 
hydroxide solvent process, we applied a more moderate average learning rate of 10%. Finally, the 
capital cost reduction is dependent on the total deployment of the technology, rather than on the time 
the technology has been operating. Therefore, an estimate of total deployed capacity in any given year 
is required. The Rhodium Group estimates that by 2030 total worldwide DAC capacity will be 
approximately 8 MtCO2/y (201). As an optimistic estimate, we calculated costs assuming a deployed 
capacity of 8 MtCO2/y for each of the individual DAC pathways.  
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Figure 5-7. Estimated cost of net CO2 removed for DAC processes in 2030 assuming a capacity of 8 MtCO2/y for each of 
the individual DAC pathways. Costs generally decrease due to improvements in solid sorbent lifetime, reduction in the 
cost of electrodes and membranes, and technology learning on major pieces of capital equipment. 

We did not attempt to forecast improvements in energy efficiency for any of the pathways, as these 
improvements will be highly dependent on the specific materials, technology, and decisions about 
process configuration. However, as indicated in Figure 5-3, all of the processes currently operate far 
from the thermodynamic minimum, indicating that potential energy-efficiency gains will be realized as 
research into DAC processes continues and the technology is deployed at greater total capacity and 
larger scale. 

The impact of technology learning is largest for technologies that have significant capital cost. In 
particular, learning on the cost of electrodes used in the electroswing process and membranes used in 
the electrodialysis process, both of which are expensive components, will help to make these processes 
more economically competitive. However, all technologies benefit from additional deployed capacity, as 
can be seen in Figure 5-8, and the pace of deployment will impact the amount of technology learning 
that can be accomplished by 2030. 

If the pace of DAC-capacity deployment is much larger than that assumed by the Rhodium Group, the 
cost of the DAC technologies could be even lower by 2030. For example, Heirloom Carbon has a stated 
goal of removing 1 GtCO2/y by 2035 through their passive oxide-looping process; if the capacity of this 
process is assumed to double every year, their deployed capacity in 2030 would be approximately 31 
MtCO2/y, which would result in an additional two doublings compared to that assumed here, bringing 
costs down further. 
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Figure 5-8. Variation of DAC cost with deployed capacity. The solid line indicates the estimated cost with average learning 
rates of 15% for modular pieces of equipment (solid sorbent and electroswing contactors, electrodialysis membranes) and 
10% for large pieces of equipment (liquid air contactors, calciners); the shaded areas indicate a range on the average 
learning rate of ±5%. 

CONCLUSIONS 
Overall, from this analysis, it does not appear that electroswing and electrodialysis DAC processes will 
overtake the current solid sorbent and liquid solvent processes in terms of cost by 2030. All technologies 
will benefit from getting facilities on the ground and operational; not only will this action drive down 
cost through traditional learning by doing, but the increased demand for sorbents and membranes may 
help reduce the cost of materials more quickly due to economics of scale. 

Each of the specific DAC pathways has areas in which research and innovation will help drive down cost. 
For solid sorbent–based technologies, these areas include improving sorbent lifetime through materials 
and process innovations and decreasing manufacturing cost of the sorbents. For liquid solvent–based 
technologies, the cost of large-scale electric kilns is the major uncertainty, and their implementation will 
help reduce the amount of auxiliary equipment necessary for the process. Though electroswing 
processes are just now emerging, they hold promise if the cost of the raw chemicals for the electrodes 
can be reduced, either through development of new chemistries or through manufacturing innovations. 
Finally, electrodialysis processes will benefit from expanded research and manufacturing of ion-
exchange membranes and electrocatalysts, which will be synergistic with other fields. 
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As noted, the energy required to run a 1 MtCO2/y DAC facility will be quite large, so siting facilities with 
zero-carbon energy supply in mind will be critical. This need will require significant build out of 
additional low-carbon energy sources near suitable sequestration sites, and long-term cost projections 
may need to consider increased energy costs as a result of the increased demand for land. However, in 
the near term, opportunities exist for pairing with excess renewable electricity generation to aid in 
electrical grid balancing or with existing sources of waste heat from energy-production facilities. 

In the long-term, many processes could become cost competitive with appropriate reductions in 
material costs or improvements in energy efficiency. None of the processes have inherent showstoppers 
that prevent them from competing with others, and exogenous factors such as local geography and 
climate and land and energy availability will influence which DAC technology is most appropriate for a 
given region. 
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CHAPTER 6. CARBON MINERALIZATION 

SUMMARY 
Carbon mineralization seeks to replicate and accelerate Earth’s natural process of chemical weathering, 
which transfers CO2 from the atmosphere into rocks. The removal potential of carbon mineralization is 
essentially unlimited given the vast quantities of suitable rocks available. While our fundamental 
understanding of the processes is relatively mature, practical application is lacking and field projects are 
a critical next step to scaling up.  

This analysis considers three carbon mineralization pathways, each of which is intended to achieve 
negative emissions: 1) surficial carbon mineralization of existing fine-grained mine wastes (e.g., 
“tailings”) at inactive mines only, due to concerns about the environmental and social impacts of mining 
and to avoid the need to offset ongoing emissions from mining activities; 2) in situ mineralization as 
geologic carbon storage, in which another CO2 removal (CDR) technology, such as DAC or BiCRS, 
removes CO2 from the atmosphere; and 3) in situ mineralization as standalone CDR, in which the 
mineralization process itself removes CO2 from the atmosphere. 

We developed an illustrative estimate of the cost and removal potential associated with existing mine 
tailings in the United States and Canada. We also qualitatively assessed the prospects for in situ 
mineralization to provide removal at scale before 2030.  

KEY FINDINGS 
Asbestos tailings in the United States and Canada represent the greatest opportunity for mineralization 
of existing mine tailings and may have the ability to remove up to ~750 MtCO2. Over 10 years, the most 
reactive fraction of minerals in these tailings in Canada, Vermont, and California could remove ~27, 0.4, 
and 0.34 MtCO2 for costs of ~$75, $75, and $21/tCO2, respectively. However, the land use requirements 
to achieve this level of removal could be prohibitive—a 1-cm-thick layer of the 2 Gt of tailings in 
Southern Quebec would cover 76,900 km2 or about 40% of the area of Washington State. Additional 
interventions, such as improved grinding, mixing, and spreading, and in general better approaches 
than simply spreading tailings over bare ground would be needed to reduce land use. On the order of 
100–400 million tons of tailings would be required to remove Microsoft’s 2030 goal of 5–6 MtCO2 when 
relying on only the most reactive fraction of minerals, which make up ~10 wt% of suitable mine tailings 
at most and typically make up much less. Additional interventions, such as those listed above, would be 
needed to increase the reaction rate of the slower reacting but more abundant minerals.  

In situ mineralization as storage for other CDR technologies is the most mature form of carbon 
mineralization and can expand the geographic range of these technologies to places where traditional 
saline geologic storage is not available. Reported costs of mineralization storage (~$17–24/tCO2) still 
exceed the average reported cost of traditional storage in sedimentary formations (~$7–13/tCO2) but 
should be weighed against unmonetized benefits of mineralization storage, such as the potential for 
greatly reduced monitoring requirements due to the high security of CO2 storage once mineralization is 
complete. However, it is important to note this form of mineralization does not itself remove CO2 from 
the atmosphere, it is simply another form of geologic storage. 
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In situ mineralization as a standalone CDR technology has enormous potential to scale but is immature 
and unlikely to provide removal at scale prior to 2030. 

INTRODUCTION 
Approximately 87% of Earth’s carbon is stored in rocks, which collectively contain approximately 9 x 1016 
tons of carbon (202). The process that incorporates carbon into rocks is called chemical weathering and 
it draws down about one billion tons of atmospheric CO2 per year (203). During chemical weathering, 
rocks composed of minerals that contain silica, known as “silicate minerals” (e.g., olivine, pyroxene, 
feldspar), react with atmospheric CO2 and water. The reactions split the silicate minerals, CO2, and water 
into positively charged ions (cations), including magnesium (Mg2+) and calcium (Ca2+), and negatively 
charged ions (anions), including bicarbonate (HCO3

-) and carbonate (CO3
2-). Rivers then carry these ions 

to the ocean where they combine to form minerals that contain carbon, such as calcite (CaCO3) and 
dolomite (CaMg(CO3)2), collectively known as “carbonate minerals.” These carbonate minerals 
eventually accumulate on the ocean floor where they are formed into carbonate rocks, such as 
limestone. In sum, chemical weathering transfers CO2 from the atmosphere to carbonate minerals, 
where it is stored over long timescales. It takes hundreds of thousands to millions of years for carbon to 
naturally cycle from the atmosphere into rocks (203). Carbon mineralization practices seek to speed up 
this natural but slow process of chemical weathering.  

Rocks and minerals that are most suited for carbon mineralization are those that undergo chemical 
weathering most rapidly and release cations, such as magnesium and calcium, that can most readily 
form carbonate minerals. Such rocks include the following: 

• Ultramafic igneous rocks, including dunite and peridotite, which are rocks that form in the 
Earth’s mantle 

• Mafic igneous rocks, such as basalt, which form through volcanism associated with tectonic 
plate boundaries and mantle hot spots 

• Metamorphic rocks known as serpentinites, which form through the reaction of ultramafic 
igneous rocks with heat and water 

There are three primary carbon mineralization pathways: 

1. In situ: Compressed CO2 or CO2-saturated water is injected underground into reactive rocks 
2. Surficial: Captured or ambient CO2 is reacted with reactive material at or near the location of the 

rocks, for example mine tailings at the site of the mine or mill 
3. Ex situ: Reactive rocks are transported to a source of CO2 and/or industrial facility and reacted 

with captured or ambient CO2, generally under high temperature and/or pressure conditions 

Whether each of these pathways results in negative emissions depends on the source of CO2 and the 
emissions associated with the carbonation process, such as energy or land-use-associated emissions. 
CO2 used in the reaction can come from the following sources: 

• Captured from a point source, such as a power plant or industrial facility 
• Captured from another CO2 removal technology, such a DAC or BiCRS 
• Derived from ambient air or seawater 
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In the first pathway, any net CO2 reduction would be considered avoided rather than negative 
emissions. The second and third pathways can generate negative emissions. 

The amount of CO2 that can be removed from the atmosphere through carbon mineralization has been 
estimated to be as much as four orders of magnitude greater than all anthropogenic CO2 emissions (16, 
204)—in other words, the removal capacity is essentially unlimited given the enormous volumes and 
widespread geographic availability of suitable rocks. 

Current status of technology 
Very few commercial carbon mineralization projects exist today. Most work on carbon mineralization to 
date has focused on basic or applied research at the laboratory- or small field project–scale, but 
practical application at the pilot-scale or larger is a rapidly growing field of research. 

In situ 
To date, only two projects have demonstrated in situ mineralization of CO2 in the field: the Wallula pilot 
project in Washington State and the CarbFix I pilot and CarbFix II industrial projects in Iceland.  

Wallula 
The Wallula project in Washington State injected approximately 1000 tons of supercritical CO2 into two 
permeable basalt interflow zones in the Columbia River basalt group at a depth of 830–890 m over a 3-
week period in July and August 2013. Sampling and analysis conducted in the two years following 
injection indicated that carbonates have formed with chemical signatures consistent with the injected 
CO2 (205, 206). Researchers recently conducted a new analysis of the existing data and concluded that 
mineralization sequestered approximately 60% of the injected CO2 within two years, with the remaining 
CO2 trapped as free-phase fluid CO2. The resulting carbonates occupy approximately four percent of the 
available reservoir pore space, indicating that significant storage potential remains (207). 

CarbFix 
The CarbFix projects are the most advanced carbon mineralization projects. The CarbFix I pilot project 
injected 175 tCO2 from January to March 2012 and injected 73 tons of a 75%/25% CO2/H2S gas mixture 
from the Hellisheiði geothermal plant from June to August 2012. Pilot industrial-scale operations began 
in 2014, simultaneously capturing CO2 and H2S from two of six high-pressure turbines at the Hellisheiði 
geothermal plant, with plans to eventually capture virtually all emissions. To date, a total of 
approximately 70,000 tCO2 have been injected as part of the CarbFix industrial project. CarbFix has also 
partnered with the Swiss DAC company, Climeworks, to store CO2 captured through DAC. A small pilot 
DAC plant called Arctic Fox was built as part of CarbFix II. Building on the success of that pilot, the two 
companies built a larger combined DAC–carbon mineralization project called Orca, which commenced 
operations in 2021 with a capture capacity of 4000 tCO2/y (208). 

Sampling and analysis at CarbFix indicate a complete removal of carbon in the fluids between the 
injection and monitoring wells, which suggests that all the CO2 mineralized over this path. CarbFix 
estimates that greater than 95% of injected CO2 mineralized in less than two years (209–211).  
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Surficial 
Several mines have considered the possibility of incorporating carbon mineralization practices into 
active mining operations, including diamond mines in South Africa (212), diamond and nickel mines 
and/or deposits in Canada, (212–214) and a nickel mine in Australia (213, 215). Field trials are underway, 
but currently no commercial carbon mineralization projects are operating at active or abandoned mines. 

Ex situ 
Ex situ projects are generally more highly engineered and require more energy inputs to pretreat the 
reactive material mechanically, thermally, chemically, or with a combination. The benefit of such 
pretreatment is significantly faster reaction rates compared to weathering at ambient conditions and 
the ability to achieve complete carbonation of reactive materials. However, this high level of 
engineering also translates into higher costs (∼$50–300/tCO2) that make these approaches less 
attractive (214). Newer project concepts have evolved away from strict carbon mineralization to more 
hybrid DAC/mineralization projects, for example the Heirloom Carbon concept, as discussed in the DAC 
chapter. 

Technologies considered for this report 
This analysis considers three carbon mineralization technologies and/or pathways, each of which is 
intended to achieve negative emissions: 

1. Surficial carbon mineralization of existing tailings at inactive mines only, due to Microsoft’s 
desire to minimize the environmental and social impacts of mining and to avoid the need to 
offset ongoing emissions from mining activities 

2. In situ mineralization as geologic carbon storage, in which another CDR technology, such as DAC 
or BiCRS, removes CO2 from the atmosphere 

3. In situ mineralization as standalone CDR, in which the mineralization process itself removes CO2 
from the atmosphere 

The goal of the surficial pathway analysis is to provide an estimate of the cost and removal potential 
associated with existing mine tailings. We limited the geographic region we considered to the United 
States and Canada to facilitate a more thorough assessment of the opportunities in these two regions 
while staying within the scope of the analysis. The goal of the in situ pathway analysis is to provide a 
general summary of the prospects for in situ mineralization to provide removal at scale before 2030. 
Given this higher-level assessment, we did not apply a geographic limitation. 

ANALYSIS 
Surficial – mine tailings 
Availability 
Certain mineral commodities, including asbestos, nickel (Ni), platinum-group metals (PGM), diamond, 
chromium (Cr), and talc, are commonly associated with ultramafic and mafic rocks, and therefore the 
tailings from these mining operations are generally well-suited for carbon mineralization. The United 
States and Canada have in the past or currently produce all these commodities. 
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No global database is available for existing mine tailings locations, volumes, petrology, and mineralogy. 
Determining the status of mines—e.g., permanently closed, temporarily suspended, active, etc.—can 
also be challenging. Although some resources are available, none contain all the data that would be 
needed to assess suitability of existing tailings for carbon mineralization (216). The USGS created the 
Mineral Resources Data System (MRDS), which is a database of global metallic and nonmetallic mineral 
resources (217–220). Available data can include deposit name, location, commodity, mine status, 
geologic characteristics, and production. While the MRDS contains an enormous wealth of data on 
mineral resources, as noted by USGS itself, the “MRDS is large, complex, and somewhat problematic.” 
The utility of the MRDS to our analysis was limited by the availability and reliability of the data.  

While the MRDS is global, it was created primarily for the United States, and coverage of the rest of the 
world is incomplete. The quality and completeness of records used to compile the database vary from 
simple reports of mineral occurrences to substantial detail on geology and extraction processes. The 
information most critical for our analysis included the host-rock type, mine status, and production 
volumes and/or mine size. Of the more than 300,000 deposits listed in the MRDS, 77.6% lack data on the 
host-rock type and 64.1% lack data on the production size. While the mineral commodities listed above 
are commonly associated with ultramafic rock types, these commodities can also occur in other rock 
types, so the broad lack of host-rock data limits the utility of filtering the data by commodity type. The 
“production size” field is only a qualitative characterization using the values Small, Medium, Large, Yes, 
No, and Unknown. According to the MRDS metadata, “the precise meanings of this field have changed 
over time and are lost to history” and whether the categories referred to production rate or cumulative 
production remains unclear. Only a very small subset of deposits have quantitative production data. 
Although all deposits have data on development status, the data are only as current as the source 
material from which they were derived—in other words, whether a mine is listed as active or inactive 
does not reflect the current day status but rather the status in the reference material used to populate 
the database. In addition, the USGS stopped systematically updating the MRDS in 2011. The MRDS was 
superseded by the USMIN mineral deposit database, which is limited to only the United States and is still 
under development.  

We use a series of filters to attempt to identify mine sites that meet the following criteria: 

• Mining occurred in the most promising rock type for carbon mineralization (“Host Rock” field = 
ultramafic rocks, e.g., peridotite, serpentinite, dunite, pyroxenite, etc.) 

• Mines having relatively large volumes of mineral extraction and therefore likely to have 
relatively large volumes of tailings available (“Production Size” field = M or L) 

• Mines that are inactive (“Development Status” field = Producer, Past Producer) 

We combined this high-level screening with other published literature and data sources to identify the 
most promising sites for carbon mineralization within the constraints of this analysis. We used published 
estimates of tailings volumes and/or masses where possible and compared these values against tailings 
estimates calculated using commodity production volumes and/or masses and waste-to-product ratios. 
We used the latter method to calculate tailings volume estimates when published estimates were not 
available.  
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CO2 removal capacity 
Rocks suitable for carbon mineralization are composed of magnesium- and iron-rich and calcium-bearing 
silicate minerals, including olivine, pyroxene, and serpentine minerals, and may also contain other 
reactive minerals like the hydroxide mineral brucite. Different rocks contain different proportions of 
these reactive minerals. For example, brucite typically composes only a small fraction of ultramafic 
rocks, up to approximately 10% by weight (“weight percent,” wt%) but usually much less. Conversely, 
olivine is abundant, particularly in ultramafic rocks such as peridotite and dunite—a rock that is 
composed of greater than 90% olivine.  

The total CO2 that can be removed depends on the composition of the rocks and minerals that are 
dissolving and which minerals are forming. More specifically, the maximum CO2 removal potential of any 
given rock or reactive material depends on the amount of Mg and Ca ions contained in the dissolving 
minerals and on the ratio of CO2 to Mg or Ca incorporated in the carbonate minerals that form. 

The CO2 removal amounts listed in Table 6-1 are maximum removal amounts based on stoichiometry. 
The amount of removal that can be achieved under real-world conditions will be less than this 
theoretical maximum due to factors that affect the reaction rate and completeness, such as particle size, 
conditions under which the reaction is taking place (temperature, humidity, etc.), and others. Achieving 
complete carbonation on timescales relevant to mitigating climate change is challenging, as 
demonstrated by the slow natural rate of chemical weathering. Detailed site-/material-specific analysis 
of the mineralogy and geochemistry of reactive material is critical to determining maximum removal 
potential at any particular site or of any particular material. This analysis is also crucial to assessing the 
range of interventions or practices that may be needed to achieve complete carbonation.  
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Table 6-1. Tons of CO2 sequestered per ton of dissolving and precipitating mineral. Sequestration is most efficient when dissolving minerals 
contain abundant Mg (e.g., brucite and forsterite) and when conditions favor formation of carbonate minerals that incorporate CO2 in a 1:1 ratio 
with Mg (i.e., magnesite, nesquehonite, and lansfordite). Modified from (221) 

Tons of CO2 sequestered per ton of dissolving and precipitating mineral 

Precipitating 
Mineral 

Dissolving 
Mineral 

Name Magnesite Hydromagnesite Dypingite Pokrovskite Artinite Nesquehonite Lansfordite 

Formula MgCO3 Mg5(CO3)4(OH)2· 4H2O Mg5(CO3)4(OH)2· 
~5H2O Mg2(CO3)(OH)2 Mg2(CO3)(OH)2

· 3H2O MgCO3· 3H2O MgCO3· 5H2O 

Name Formula 
CO2: 

MgO ratio 
1:1 4:5 4:5 1:2 1:2 1:1 1:1 

Serpentine [Mg3Si2O5(OH)4] - 0.48 0.38 0.38 0.24 0.24 0.48 0.48 

Brucite [Mg(OH)2] - 0.75 0.60 0.60 0.38 0.38 0.75 0.75 

Forsterite [Mg2SiO4] - 0.63 0.50 0.50 0.31 0.31 0.63 0.63 

Diopside [CaMgSi2O6] - 0.41 0.37 0.37 0.30 0.30 0.41 0.41 

Enstatite [Mg2Si2O6] - 0.44 0.35 0.35 0.22 0.22 0.44 0.44 
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Reaction rate 
The reaction rates of the bulk rocks and constituent minerals suitable for carbon mineralization can vary 
over several orders of magnitude, both relative to each other and for each individual rock or mineral, 
depending on conditions such as pressure, temperature, and pH (204, 222). Brucite, fibrous serpentine 
minerals (e.g., chrysotile asbestos), olivine, and basaltic glass are among the fastest reacting, while 
pyroxenes and feldspars are slower to react. Mafic rocks are generally slower to react than ultramafic 
rocks because they contain higher proportions of slower reacting minerals. Research has recently 
focused on 1) the most reactive magnesium-bearing minerals, such as brucite, and 2) the most reactive 
fraction of Mg contained in various rocks and minerals, known as “labile” Mg, which makes up only 1–10 
wt% of ultramafic rocks (see Box 6–1 for more information) (223). Rocks containing higher proportions 
of these highly reactive components are attractive targets for carbon mineralization. 

 

Background rates of CO2 uptake during silicate weathering range from 3.7–10.3 grams of CO2 per square 
meter of rock per year (gCO2/m2/y) (224). Reported rates of CO2-uptake from passive weathering of 
ultramafic mine tailings can be one to three orders of magnitude greater than this background rate (214, 
224). 

Three main factors limit the natural rate of chemical weathering: 1) rate of mineral dissolution, 2) CO2 
supply, and 3) rate of carbonate formation (221). Research has found that, under ambient conditions, 
the first two factors are most important, with carbonate formation rarely if ever being the rate-limiting 
factor in practice. For highly reactive phases like brucite, CO2 supply is typically the rate-limiting factor in 
the carbonation reaction under ambient conditions, due to the low atmospheric concentration of CO2 
(225). For less reactive silicate minerals, mineral dissolution is typically the rate limiting factor under 
ambient conditions. Tailings management facilities are in many ways designed to prevent weathering, 

Box 6-1  
REACTIVE MINERALS AND LABILE MAGNESIUM 
Some minerals dissolve more easily than others because of their chemical structures. For example, 
the silicate bonds that hold together minerals like olivine, (Mg,Fe)2SiO4, are very strong, whereas 
the bonds holding together a hydroxide mineral like brucite, Mg(OH)2, are comparatively weak. 
Weakly bonded minerals dissolve more rapidly and easily release all their Mg ions, making such 
minerals more attractive for carbon mineralization. Some fraction of the Mg  
contained in reactive minerals is more readily liberated and is referred to  
as “labile” Mg. In silicate minerals like olivine, the labile Mg is sourced  
mainly from the surface of the mineral where Mg can more readily be  
released than from the interior of the mineral. For minerals like brucite,  
essentially all the Mg can be considered labile. For silicate minerals like  
olivine and serpentine, typically at most 10% of the Mg is labile. 
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which also inhibits carbonation because air and water cannot penetrate into the tailings piles. Local 
climate, including factors such as average temperature, humidity, rainfall, and others, also plays a 
significant role in reaction rate. For example, researchers estimated that the rate of carbonation at the 
Baptiste nickel deposit in Canada, where temperatures are below freezing for 5 out of 12 months, could 
be 40% lower than the carbonation rate at the Mount Keith nickel mine in Western Australia, which has 
a warm and dry climate (214). 

A range of interventions can be used to speed up one or more of these rate-limiting factors and thereby 
increase the rate at which rocks can draw down atmospheric CO2.  

Interventions 
Spreading, stirring, sparging 
The simplest and lowest cost intervention to increase the carbonation of existing mine tailings is to 
increase tailings’ contact with air and water, which can be accomplished by spreading the tailings into 
thinner layers, periodically stirring tailings piles, or injecting (“sparging”) air into the interior of tailings 
piles. Water is critical to the carbonation reaction, and optimizing the water saturation of reactive 
materials creates conditions favorable to carbonate precipitation and slows the formation of passivating 
layers (226). The optimal water saturation depends on site-specific conditions, as both too little and too 
much water can be detrimental to the carbonation reaction. 

Grinding 
The amount of reactive surface area exposed to the air has a direct influence on the carbonation rate. 
Some minerals, like chrysotile asbestos, naturally have a high surface area to volume ratio. Grinding 
reactive tailings more finely to increase the surface area, which in turn can increase the mineral 
dissolution rate, is therefore another intervention to increase the carbonation rate. For a given mineral 
or rock dissolution rate, the amount of time to achieve complete dissolution can vary from hours to 
years depending on the initial particle size (17). Another potential benefit of more finely grinding 
reactive material, particularly that associated with mines, is that it can improve metal recovery, which in 
turn can improve project economics.  

CO2 supply 
As noted above, for highly reactive phases like brucite, CO2 supply is the rate limiting step in the 
carbonation reaction under ambient conditions. This limitation can be overcome by increasing the 
partial pressure of CO2 (pCO2) in the air in contact with the tailings. In laboratory experiments, increasing 
the pCO2 from atmospheric (~0.04%) to 100% pCO2 increased the reaction rate of brucite by 3 orders of 
magnitude (225). However even modest increases in pCO2 can significantly speed the reaction rate. For 
example, the same experiment found a 2 order of magnitude increase in the carbonation rate of brucite 
at 10% pCO2.  

While, broadly speaking, the CO2 supply does limit the reaction rate, research has shown that, more 
precisely, the limiting step is the hydration step of the CO2 reaction, in which CO2 dissolved in water 
dissociates into bicarbonate (HCO3

-) and hydrogen ions (H+). Interventions that can speed this step, such 
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as the addition of the enzyme carbonic anhydrase, could allow maximum carbonation to be achieved at 
CO2 concentrations less than 100 pCO2 (227). 

CO2 supply can be increased using emissions captured from a fossil fuel–based point source (power 
plant or industrial facility), but in that case the emissions reduction would be considered avoided rather 
than negative emissions; therefore, we have not considered this intervention for our analysis. To 
increase CO2 supply while still achieving negative emissions, the CO2 would have to be sourced from 
another CO2 removal technology, such as DAC or BiCRS. 

Further interventions 
Numerous additional interventions, including thermal, mechanical, and chemical pretreatment, are 
possible to speed the carbonation reaction but with increased costs and energy needs. These more 
highly engineered processes may also release more greenhouse gas (GHG) emissions than are removed, 
negating the benefits (228). As noted by Power et al., 2020 (214), “[a]lthough mineral carbonation was 
originally envisaged as an industrial process operating at elevated temperatures and pressures (e.g., 
185 °C, 150 atm), the costs for pretreatment, energy use, and chemical inputs (∼$50–300/tCO2) far 
exceed current carbon prices (e.g., California Carbon Allowance ∼$13 US/t).”  

In situ mineralization 
We performed a literature review and analysis to assess the ability of in situ mineralization to provide 
removal at scale before 2030.  

RESULTS 
Surficial – mine tailings 
Availability 
As noted above, this analysis only considers existing tailings at inactive mines, due to concerns about the 
environmental and social impacts of active mining operations and to avoid the need to offset ongoing 
emissions from mining activities. Another benefit of targeting existing tailings is that large stockpiles of 
appropriate material already exist, versus the relatively smaller mass of new tailings being generated at 
active mines. Researchers estimate that the current stockpile of ultramafic tailings is <10 Gt (an 
unknown fraction of which has already undergone carbon mineralization) and that new ultramafic mine 
tailings are produced at a rate of approximately 420 Mt/y (223).  

Ni, platinum group metals, and diamond mines 
Ni and platinum group metals are actively mined in Canada and the United States, and diamonds are 
currently commercially mined in Canada. While inactive mines may also exist, the high value of these 
commodities could lead to inactive mines reopening, such as the Langmuir nickel mine in Ontario. 
Determining the current status of individual mines is also challenging, as no central database exists. The 
United States is a minor producer of nickel, supplying less than 1% of primary Ni production, indicating 
that the mass of tailings available from any inactive mines is likely relatively small. The United States is 
the fourth largest producer of platinum group metals, supplying less than 7% of primary palladium 
production, and approximately 2% of primary platinum production (229). Research has shown, however, 
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that tailings from the primary platinum group metal mine in the United States, the Stillwater Mine in 
Montana, are less attractive for carbon mineralization because they come primarily from the mafic 
section of the deposit and so contain smaller percentages of highly reactive minerals (230, 231). The 
Stillwater Mine is also still active. While Canada is a significant producer of Ni, platinum group metals, 
and diamonds, indicating that significant tailings volumes may be available, as noted above these 
commodities are still actively mined and determining the status of individual mines (e.g., active, inactive, 
permanently closed) is challenging. For these reasons, we excluded all mines for these commodities 
from consideration.  

Chromium mines 
Chromite mines occur primarily in two different types of chromite deposits: 1) stratiform, in which 
chromite occurs in massive seams, typically associated with layered mafic intrusions, and 2) podiform, in 
which chromite occurs in small magmatic bodies, typically associated with the ultramafic sections of 
ophiolites. The vast majority of global chromium mining occurs in stratiform deposits, such as the 
Bushveld Complex in South Africa and the Stillwater Mine in Montana. Podiform chromite deposits 
account for a very small fraction of global chromium production but constitute the entirety of inactive 
chromium mines in the United States and Canada that may be suitable for carbon mineralization within 
the constraints of our analysis. No published estimates of the volume of tailings are available.  

The USGS maintains a global database of podiform chromite deposits, including estimates of reserves 
and production where available (232). In the United States, chromium was produced from a large 
number of small mines, primarily in California, Oregon, and at the Pennsylvania/Maryland border. The 
majority of mining took place prior to the 1960s, with a significant amount of mining occurring prior to 
1900. Mines in California and Oregon are in very remote areas with limited access (233). Given these 
factors, the location and condition of any tailings suitable for carbon mineralization is uncertain. In 
Canada, podiform chromium production was concentrated in Quebec at the same mining complex as 
the asbestos mines (Thetford Mines), as discussed below.  

Using the chromite production amounts from the USGS podiform chromite database and applying 
waste-to-product ratios for podiform chromite mines of 2:1 to 5:1, (234, 235) we calculate that there 
may be on the order of 2–4 Mt of tailings in the United States and another 2–4 Mt in Canada, but this 
estimate is highly uncertain.  

Asbestos mines 
Tailings from asbestos mining in the United States and Canada represent the greatest opportunity for 
carbon mineralization of mine tailings within the constraints of our analysis. Neither the United States 
nor Canada currently mine for asbestos, so all mines are inactive. The total amount of tailings available 
is uncertain but the United States may have on the order of 70 Mt of tailings and Canada may have 
greater than 2 Gt of tailings.  

The bulk of U.S. asbestos tailings are likely split approximately equally between Vermont and California, 
at three mine sites. The vast majority of tailings in Canada are at the Thetford Mines mining complex in 
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southern Quebec. Smaller mines are also found in British Columbia, the Yukon Territory, and 
Newfoundland. 

Table 6-2. U.S. and Canada Asbestos Tailings Estimates 

Country State/province Site Mine(s) 
Estimated 
tailings, 

Mt 
Sources 

United States 

Vermont 
Vermont 

Asbestos Group 
Eden, Lowell, 

C-Area 
29–30 (230, 236) 

California 

New 
Idria/Coalinga 
Mining District 

Union 
Carbide/KCAC 0.3 (230, 236) 

Johns-Manville 1 (237, 238) 

Atlas 6 (230) 

Pacific Asbestos Corporation 30 Calculated* 

Canada 

Quebec Thetford Mines 2000 (239) 

British 
Columbia Cassiar 17–25 (240, 241) 

Yukon Territory Clinton Creek 10 (240) 

Newfoundland Baie 40 (241) 

*Estimates for tailings mass at the Pacific Asbestos Corporation mine in Copperopolis, CA were extrapolated from national and 
California-specific asbestos production volumes, assuming a range of published waste-to-product ratios for asbestos mines 
(242–245). As such, these estimates are highly uncertain. 

Removal potential 
Complete carbonation of the existing asbestos tailings could sequester on the order of 700 MtCO2 in 
Canada (226) and approximately 30 MtCO2 in the United States. As noted above, due to the difficulty of 
achieving complete carbonation under ambient conditions, recent research has focused on carbonizing 
labile Mg and the most reactive minerals, such as brucite.  

Asbestos tailings in Quebec are estimated to contain 1.8 wt% brucite, which could sequester 
approximately 27 MtCO2 (225). Whether that brucite content is representative of the entire 2 Gt of 
available tailings remains unknown, as does how much may have reacted already. The serpentinite host 
rock at the New Idria Mining District in California has been estimated to contain 7–8 wt% brucite (246). 
If this reported brucite concentration is representative, the estimated ~7 Mt of tailings spread across 
three mines could sequester approximately 0.34 MtCO2. However, how much brucite may have already 
reacted remains unknown. Researchers noted that brucite is absent from the top 6–9 meters of the 
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serpentinite host rock due to weathering and that samples of fresh serpentinite oxidized and 
disintegrated completely when exposed to the atmosphere for a few months due to the rapid reaction 
of brucite (246). Estimates of brucite content of tailings from the Pacific Asbestos Corporation mine are 
not available. 

Here, we used brucite content as a proxy for labile Mg to develop a lower-bound cost estimate for 
carbonation of existing tailings with variable brucite content. Our analysis assumes 1) a constant CO2 
sequestration rate of 0.29 tCO2/ton brucite/y (225), 2) that all tailings are exposed at the same time to 
conditions suitable to achieve this CO2 sequestration rate, and 3) a cost of $1/ton tailings to spread 
tailings to the desired thickness (223). Published estimates for the brucite content of tailings at the 
Vermont Asbestos Group mine are not available so the Quebec and Vermont tailings are assumed to 
both have the same brucite content due to the related geologic setting (247). 

As shown in Figure 6-1, using these simplified assumptions, removal costs for tailings in Vermont and 
Quebec range from approximately $75–192/tCO2 removed, and for New Idria they range from $21–
54/tCO2, depending on how long the tailings are allowed to react. Insufficient information is available to 
make a cost estimate for the tailings at the Pacific Asbestos Corporation mine, but costs there will likely 
fall somewhere in the overall range shown of $13–345/tCO2 removed, depending on labile Mg and 

 
Figure 6-1. CO2 removal cost as a function of brucite content and reaction time. 
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brucite content and reaction time. The CO2 removal masses listed in the figure are based on the entire 
estimated mass of available tailings. Costs are the same regardless of the mass of tailings used. 

At the brucite reaction rate specified above and assuming the rate remains constant, the brucite in all 
the tailings in Quebec, New Idria, and Vermont can draw down approximately 27, 0.34, and 0.4 MtCO2, 
respectively, after 10 years of reaction. This is greater than 99% of the maximum removal capacity of all 
the brucite in all the tailings. The assumption of a constant reaction rate is unrealistic for such a large 
volume of tailings under real world conditions. In addition, some unknown fraction of the brucite in 
these tailings has already reacted, so the total removal capacity will be less than the maximum 
calculated capacity. As shown in Table 6-1 above, achieving these maximum removal capacities also 
requires formation of carbonates that incorporate Mg and CO2 in a 1:1 ratio but, under real world 
conditions, a variety of different carbonates with different Mg:CO2 ratios may form. Nevertheless, we 
provide this estimate to give a broad sense of the carbonation rate and capacity of the most reactive 
minerals. 

Mineralization of existing mine tailings the United States and Canada could likely provide only a small 
fraction of Microsoft’s likely demand of 5–6 MtCO2 removal per year in 2030 if relying on brucite and/or 
labile Mg alone. To achieve that scale of removal using only the brucite in the tailings at New Idria would 
require more than 100 million tons of tailings—more than the entire mass available. Due to the lower 
brucite content in Quebec and Vermont tailings, more than 400 million tons of tailings would be 
required to remove 6 MtCO2 using only the brucite (more than the entire mass of tailings available in 
Vermont). The tailings from all three locations also contain other reactive minerals. However, the 
minerals that make up the bulk of the tailings, primarily serpentine minerals, react much more slowly 
under ambient conditions. Research on tailings at the LAB-Chrysotile Mine (Thetford Mines, Canada) 
experimentally determined a passive carbonation rate for the bulk tailings of 4 kgCO2/m3/y 
(approximately 1.5 x 10-3 tCO2/ton tailings/y), or approximately two orders of magnitude slower than 
the brucite carbonation rate used in the analysis above (248). Using this bulk carbonation rate and the 
same assumptions as above (i.e., constant carbonation rate, all tailings exposed to ideal conditions, 
$1/ton to spread tailings), the bulk tailings could sequester approximately 30 MtCO2 in 10 years at a cost 
of approximately $66/tCO2 removed, compared to 27 MtCO2 removal in 10 years at ~ $75/tCO2 for the 
brucite alone. In other words, highly reactive minerals and/or labile Mg are responsible for the bulk of 
the removal in early years. 

Contrary to the simplified assumption used for our calculation, as the labile Mg reacts, the bulk 
carbonation rate will decrease over time to reflect the carbonation rate of the slower-reacting minerals. 
Achieving carbonation of this larger set of minerals over shorter timescales requires additional 
interventions—the exact interventions required depends on a detailed analysis of the materials and 
conditions at each site. The cost to spread the tailings will be the same, but additional costs will be 
incurred to increase the reaction rate of the slower reacting minerals. Determining and applying such 
interventions is critical to achieving greater levels of removal, given that labile Mg represents only a 
small fraction of ultramafic rocks and mine tailings. The approximately 27 Mt of carbon removal that 
could be achieved by the carbonation of brucite in Quebec mine tailings represents only approximately 
3% of the total carbon mineralization potential of those tailings.  
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Additional Considerations 
The land-use implications of a one-time application of tailings are significant. For example, a 1-cm-thick 
layer of the 2 Gt of tailings in Southern Quebec would cover 76,900 km2 or about 40% of the area of 
Washington State. More realistic approaches include thicker piles that are stirred periodically or 
multiple applications of tailings over a smaller area over time. A potential drawback of this latter 
approach is that the slower reacting minerals may not have time to fully carbonate if they are buried 
beneath subsequent layers of tailings. More highly engineered methods could address this issue. For 
example, researchers have proposed using a series of large greenhouses where tailings could be spread 
in thin layers in stacked trays—both to reduce the land-use footprint and to control factors like 
temperature, humidity, and contact with CO2—to maximize the carbonation rate (249).  

Two of the three mine sites at the New Idria mining complex (Atlas and Johns-Manville) are designated 
Superfund sites, which may impact the ability to utilize their tailings. More broadly, all asbestos-
containing material is subject to strict rules for handling due to the risks to human health and safety, 
which increases project complexity versus the use of non-hazardous feedstock materials. However, 
mineralization can also help reduce the health hazard associated with asbestos tailings through the 
conversion to carbonate minerals, providing a meaningful societal co-benefit that is not currently 
monetized.  

The mineralized material may also have commercial value, for example in construction applications or as 
a cement additive (249). For example, the Australian company Mineral Carbonation International has 
developed a carbon mineralization process that includes sale of the carbonates and is currently 
undergoing pre-feasibility assessment by several large Australian industrial customers. Any subsequent 
use would have to be thoroughly evaluated to ensure it does not reverse the carbonation process and 
release CO2.  

In situ mineralization 
In situ mineralization can be divided into two broad categories: 1) CO2 removal (CDR) and 2) geologic 
carbon storage. The key distinguishing feature between these categories is whether the mineralization 
process itself removes CO2 from the atmosphere (1) or whether CO2 is captured or removed by some 
other technology and then stored via carbon mineralization (2).  

Type 1—CDR in situ mineralization (CDR-ISM)—removes CO2 from the atmosphere through circulation 
of CO2-bearing water through ultramafic rocks at depth. Type 2—storage in situ mineralization (Storage-
ISM)—stores CO2 in subsurface mafic or ultramafic rocks but, like CO2 storage in sedimentary 
formations, does not itself remove CO2 from the atmosphere. Stored CO2 can be captured from point 
sources, such as power or industrial facilities, in which case associated emissions reductions are 
considered avoided emissions. Negative emissions can be achieved by pairing Storage-ISM with other 
CDR technologies, such as DAC or BiCRS. Regardless, Storage-ISM is simply another form of geologic 
carbon storage, not a negative emissions technology in and of itself.  

As described above, to date, only two projects have demonstrated in situ mineralization of CO2 in the 
field: the Wallula pilot project in Washington state and the CarbFix I pilot and CarbFix II industrial 
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projects in Iceland, both of which are Storage-ISM projects. Although they generate negative emissions, 
the Arctic Fox and Orca combined DAC-mineralization projects run by Climeworks and CarbFix are also 
Storage-ISM projects because the mineralization process itself is not removing CO2 from the 
atmosphere, DAC is. No CDR-ISM field projects—in which mineralization itself is removing CO2 from the 
atmosphere—currently exist. As such, much remains unknown about how in situ carbon mineralization 
can be safely implemented on a scale that will meaningfully contribute to climate change mitigation. 
These existing projects and studies of natural analogues have helped constrain the risks and 
uncertainties associated with in situ mineralization and have generated improved strategies to achieve 
safe and rapid mineralization, but uncertainties remain regarding the ability to significantly scale up 
project size.  

Storage-In Situ Mineralization 
CarbFix reports costs of $24.8/tCO2 for their carbon capture and storage project at the Hellisheiði 
geothermal power plant (208). CarbFix also recently announced the creation of Coda Terminal, a storage 
hub in Iceland to accept CO2 from third parties and store it via carbon mineralization and indicated that 
it anticipates storage costs of approximately €15/ton (250). These costs are approximately double the 
average reported cost to store CO2 in sedimentary formations in the United States ($7–13/tCO2), 
although they are within the range of U.S. saline storage costs (251–253). 

The higher cost relative to saline storage must be weighed against the greater storage security. For this 
reason, in some cases Storage-ISM may be preferable even in places where saline storage is available. 
Ongoing monitoring compliance costs may be lower for Storage-ISM, which could make it more cost 
competitive with saline storage. As noted by Blondes et al., 2018 (253), some saline storage projects 
may also need to manage pressure build-up by either reducing injection volumes or producing brine, 
which could increase saline storage costs to $20–80/tCO2 or more.  
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Figure 6-2. Map showing the location of onshore basaltic (purple) and ultramafic (green) rocks suitable for carbon 
mineralization. From (204) 

Storage-ISM paired with DAC or BECCS/BiCRS could expand the geographic range for these projects to 
places where saline storage is not available. As shown in Figure 6-2, locations with geology appropriate 
for saline storage overlap little with geology appropriate for in situ mineralization. In locations where 
both types of storage are available, Storage-ISM may also be preferable to saline storage where greater 
storage security is desired.  

While results from field projects to date are promising, additional research is needed to resolve 
questions around scalability, efficiency, monitoring, accounting, and other issues before in situ 
mineralization can provide storage at scale. 

CDR-In Situ Mineralization 
Water at the Earth’s surface naturally contains dissolved CO2 derived from the atmosphere. When this 
water circulates underground through ultramafic rocks like peridotite, the CO2 in the water reacts with 
minerals in the ultramafic rock to form new carbonate minerals. When returned to the surface, the CO2-
depleted water then absorbs more atmospheric CO2, and the process is repeated. This natural process 
can be replicated and accelerated to increase the rate of atmospheric carbon removal by drilling a series 
of wells to increase the rate of water circulation and CO2 removal (223). If the amount of CO2 removed is 
greater than any emissions associated with the process, negative emissions can be achieved.  

In situ mineralization as a standalone carbon removal strategy has enormous ability to scale, potentially 
at similar or lower cost, energy use, and land use than surficial or ex situ mineralization or DAC (223). 
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The volume of suitable rock is vast, but much is in difficult-to-access places, such as offshore. To date, no 
real-world projects exist, and many fundamental research questions remain.  

Although the two practices have key differences, considering the timeline associated with scaling 
Storage-ISM as a proxy for the potential development timeline for CDR-ISM may prove instructive. As 
noted above, two field projects exist to date, with the CarbFix project being the most advanced. 
Approximately 15 years have lapsed from the start of site characterization work to the current level of 
development, in which approximately 70,000 tCO2 captured from the geothermal plant have been 
injected, and CarbFix has begun injection of an estimated 4000 tCO2/y captured from the new 
Climeworks DAC facility (Orca). Having multiple field projects operating could potentially shorten the 
time to commercialization for CDR-ISM relative to CarbFix but, to maximize the application of learnings, 
projects should be staggered rather than commencing simultaneously. 

Readily accessible sites should be prioritized for small-scale field testing (i.e., similar in size to Wallula 
and CarbFix I). A coordinated network of field sites, similar in concept to the Regional Carbon 
Sequestration Partnerships, could be used to investigate key research questions more efficiently. Given 
the current low level of technological readiness and the remaining fundamental research questions, we 
do not anticipate that CDR-ISM will provide removal at scale in the next decade.  

CONCLUSIONS 
Asbestos tailings in the United States and Canada represent the best opportunity for carbon removal 
using existing mine tailings. Additional, site-specific research is needed to constrain the mineralization 
potential and identify interventions that can optimize mineralization efficiency and rate. While using 
asbestos-containing material increases the regulatory complexity, it also provides a critical human-
health benefit by helping remediate the threats associated with the material. Medium- to large-scale 
field trials are a critical next step to scaling this removal option.  

In situ mineralization as storage for other CDR technologies, like DAC and BiCRS, is the most mature of 
the three pathways assessed here. While not a negative emissions technology in and of itself, in situ 
mineralization as storage is an important enabling technology for other CDR pathways and offers an 
alternative to traditional saline geologic storage where such storage is not available or where a 
shortened timeframe to monitor for storage security is desired. The current higher average cost of 
mineralization storage should be weighed against these potential benefits. 

In situ mineralization as a standalone CDR pathway is promising but immature and is unlikely to provide 
removal at scale prior to 2030.  
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